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PROGRAMME OVERVIEW

29TH OF OCTOBER

20h15 - 20h30 Registration* EVA Hotel restaurant hall
20h30 Welcome dinner* EVA Hotel restaurant

* - Limited to the registrations with dinner included (Localization: http://goo.gl/uA3fCw)

30TH OF OCTOBER

Venue: Instituto Superior de Engenharia
University of the Algarve, Campus da Penha (http://goo.gl/GhK8iA)

09:30 - 10:00 Registration Room 6
10:00 - 10:15 Welcome session Anf. José Silvestre
10:15 - 11:00 Poster session I Hall
11:00 - 11:30 Coffee break Room 6
11:30 - 12:30 Poster session II Hall

12:30 - 14:00 Lunch

14:00 - 15:00 Invited Talk Anf. José Silvestre
Deep Hierarchies in Human and Computer Vision, by prof. Norbert Krüger, University of Southern Denmark

15:00 - 16:00 Poster session III Hall ‖ APRP assembly (Anf. José Sil-
vestre)"

16:00 - 16:30 Coffee break Room 6
16:30 - 17:00 APRP - Thesis Awards, Best Poster Award

and Closing Session
Anf. José Silvestre
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FOREWORD

The 21st edition of the Portuguese Conference on Pattern Recognition, RECPAD 2015, is held at the Universidade of
the Algarve (UAlg), Faro, Portugal on the 30th of October, 2015. It is a great honour for UAlg and for the members of the
Organizing Committee to have this opportunity to put together this conference.

From the 32 received submissions, 30 papers were accepted. All submissions were double blind and were send to be
reviewed by three members of the Technical Committee. All papers had at least one review feedback, most of them 2 or 3
reviews. The conference closing session will include the Best Paper Award and also the ceremony of the APRP Master Thesis
Award.

An invited lecture by Prof. Norbert Krüger, Maersk Mc-Kinney Moller Institute for Production Technology, University
of Southern Denmark, will present a talk on Deep Hierarchies in Human and Computer Vision.

We are very happy to have the support of the following sponsors: Eva Hotel which helped us in the hotel and dinner
conference logistics, and SPIC – Creative Solution for all the layouts and graphics.

On behalf of the organising committee, thank you to all the people involved to this event, namely, the members of the
Technical Committee, the Portuguese Association for Pattern Recognition, APRP, specially its president, Prof. Jaime S.
Cardoso and to the University of the Algarve – Instituto Superior de Engenharia, with a special thanks to Prof. Ilídio Mestre,
director of the institute which will held the conference. Finally, we would like to thanks the CINTAL – Centro de Investigação
Tecnológica do Algarve, and the precious help from Dra. Gisela Oliveira, with all the work related to the registrations and
invoices.

We hope you enjoy this year’s edition of RECPAD.
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INVITED TALK

TITLE
Deep Hierarchies in Human and Computer Vision

PRESENTER
Norbert Krüger, University of Southern Denmark

CONTACT
norbert@mmmi.sdu.dk

BIOGRAPHY
Professor, Ph.D., Maersk Mc-Kinney Moller Institute for Production Technology,
Technical Faculty at the University of Southern Denmark.

Norbert Krüger has been employed at the University of Southern Denmark since
2006 (first as an Associate Professor and then as a full Professor (MSO) since 2008).
He is one of the two leaders of the Cognitive and Applied Robotics Group (CARO,
caro.sdu.dk) in which currently 12 PhD students, two Assistant and two Associate Professor as well as 8 master students are
working. Norbert Krüger’s research focuses on Cognitive Vision, in particular vision based manipulation and learning. He
has published 45 papers in journals and more than 80 papers at conferences covering the topics computer vision, robotics,
neuroscience as well as cognitive systems. His H-index is 24. His group has developed the C++-software CoViS (Cognitive
Vision Software) which is now used by a number of groups in national as well as European projects. He is currently involved
in 2 European projects as well as 4 Danish projects.

ABSTRACT
Computer vision - although being still a rather young scientific discipline - in the last decades was able to provide some
impressive examples of artificial vision systems that outperform humans. However, the human visual system is still superior
to any artificial vision system in visual tasks requiring generalization and reasoning (often also called “cognitive vision”) such
as extraction of visual based affordances or visual tasks in the context of tool use and dexterous manipulation of unknown
objects.

Two decades ago, there has been a strong connection between the two communities dealing with human vision research
and computer vision. This link however has been somehow lost recently and computer vision has been more and more
developed into a sub-field of machine learning. In this talk, I argue that the reason for the superiority of human vision for
‘cognitive vision tasks’ is connected to the deep hierarchical architecture of the primate’s visual system.

The talk is divided into two parts: First, I will give an overview about today’s knowledge about the primate’s (and by that
the human’s) visual system primarily based on neurophysiological research. This part is based on the paper (Krüger et al.
2013, IEEE PAMI) and is in particular addressing computer vision and machine learning scientists as audience.

In the second part of the talk, I will describe a three level hierarchical cognitive robot system in which actions are learned
by observing humans performing these actions (Krüger et al. 2013, KI). Learning is taking place at the different levels of
the hierarchy in rather different representations. On the sensory-motor level, the shape and appearance of objects as well as
optimal action trajectories and force torque profiles are represented. On the mid-level, a discrete visual representation based
on semantic event chains (Aksoy et al. 2011) bridges towards the planning level, the highest representational level. I will
describe different the learning problems on the different representational levels and their interaction.

REFERENCES
E. E. Aksoy, A. Abramov, J. Dörr, N. Kejun, B. Dellen and F. Wörgötter (2011). Learning the semantics of object-action

relations by observation. The International Journal of Robotics Research, 30, 1229-1249.
N. Krüger, P. Janssen, S. Kalkan, M. Lappe, A. Leonardis, J. Piater, A. J. Rodriguez-Sanchez and L. Wiskott (2013).

Deep Hierarchies in the Primate Visual Cortex: What Can We Learn For Computer Vision? I E E E Transactions on Pattern
Analysis and Machine Intelligence, 35(8), 1847-1871.

N. Krüger, A. Ude, H. G. Petersen, B. Nemec, L.-P. Ellekilde, T. R. Savarimuthu, J. A. Rytz, K. Fischer, A. G. Buch,
D. Kraft, W. Mustafa, E. E. Aksoy, J. Papon, A. Kramberger and F. Wörgötter (2014). Technologies for the Fast Set-Up of
Automated Assembly Processes. KI - Künstliche Intelligenz, 28(4), 305-313.
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Abstract

Cervical cancer remains a significant cause of mortality in low- income
countries. Digital colposcopy is a promising and inexpensive technology
for the detection of cervical intraepithelial neoplasia. However, diagnostic
sensitivity varies widely depending on the doctor expertise. Colposcopies
cover four stages: macroscopic view, observation under green light, Hin-
selmann and Schiller. We focus on the temporal segmentation of the video
in these steps and in the ordering of colposcopic images according to their
quality. Using a KNN classifier we achieved a precision of 97% in the
temporal segmentation. We obtained an accuracy of 76% in the predic-
tion of the relative quality between a pair of frames using SVM.

1 Introduction

Despite the possibility of prevention with regular cytological screening,
cervical cancer remains a significant cause of mortality in low-income
countries. This being the cause of more than half a million cases per year,
and killing more than a quarter of a million in the same period [1].

Digital colposcopy is a promising and inexpensive technology for the
detection of cervical intraepithelial neoplasia. The diagnostic sensitivity
with these resources ranges from 67 to 98%, depending on the expertise
of the doctor [1]. The resection of lesions in the first visit could reduce
the costs involved in a scheme of successive visits. Also, it would ensure
the appropriate care of patients with poor adherence to treatment.

According to the protocol proposed by the World Health Organization
(WHO) [1], detection of preinvasive cervical lesions during a colposcopic
screening covers the following steps (see Figure 1): macroscopic view
with magnifier white light, followed by observation under green light for
diagnosis of aberrant vascularization and then evaluation of the cervical
characteristics after exposure to acetic acid solution (Hinselmann) and
potassium iodine (Schiller) [1]. Although Hinselmann and macroscopic
observation cannot be differentiated on healthy patients, these two steps
can be distinguished using contextual information. Throughout the pro-
cedure, the expert disturbs the cervix area to achieve better focus, to move
from one step to the next, to clean the cervix area, etc. Figure 1 shows
four transition frames. These scenes do not bring useful information for
the diagnosis and should not be considered in the detection of lesions.

Figure 1: Top: Diagnosis steps. From left to right: macroscopic obser-
vation, green filter, Hinselmann and Schiller. Bottom: Transition frames.
The first three frames have occlusions of the cervix area and the last one
presents a strong illumination difference after removing the green filter.

In order to decide the right diagnostic, the decision maker (either a
physician or an automatic tool) needs to select a subset of good quality
frames from each stage. The feedback obtained on Quality Assessment
(QA) tasks is usually defined in a numeric scale by subjective ratings [5],
which suffers from misinterpretations because of inter-human inconsis-
tencies and limitations of the underlying scale. A more natural way to
define quality is induced by a preference function whereby it is defined
which object (if any) is the best within an object pair.

The goal of the project is to provide a more effective tool for the di-
agnosis of pre-invasive lesions, for environments with different resource

Transition
Removal

(Motion Estimation)

Diagnosis-Step
Classification

(frame by frame)

Temporal
Segmentation

(context-aware)

Figure 2: Flow chart describing the proposed framework.

availability and with different training staff. Our aim is to develop a di-
agnostic tool that can automatically identify neoplastic tissue from digital
images. During the first phase of the study, we aim to achieve automatic
recognition of each of the phases mentioned in the colposcopic study of a
patient, in order to fine tune the diagnosis of cervical lesions. The tempo-
ral segmentation generated by our tool can be used by further techniques
to detect lesions.

2 Temporal Segmentation

An automated system is proposed in this paper to segment the different
steps of the colposcopic assessment. Our system can be splitted in three
stages: transition removal, diagnosis-step classification (frame labeling)
and temporal segmentation. Figure 2 illustrates this process. The remain-
der of this section details the proposed system.

2.1 Transition Removal

We assume that transitions correspond to frames with high motion. There-
fore, frames with large Euclidean pixel-wise distance with their adjacent
frames were filtered [3].

2.2 Diagnosis Step Classification

Then, frames are individually labeled following the protocol stages us-
ing a K-Nearest Neighbors model, describing each colposcopic image by
their one-dimensional hue and saturation histograms [3]. Similarity be-
tween two images is defined by the mean distance -L1 or Earth Mover’s
Distance (EMD)- between their histograms. In order to efficiently reduce
the presence of noisy objects in the boundaries of the image, we masked
the region of interest by removing everything outside a image-centered
circle (with diameter equal to 0.75 of the image side).

Given the huge amount of images and the low intra-variance between
image within the same video, an equally spaced subset of images was
indexed in the KNN knowledge base.

2.3 Temporal Segmentation

Finally, we have to decide the temporal boundaries between the diagnosis
steps. For this purpose, let’s generalize the problem of temporal segmen-
tation as the problem of recognizing a word (sequence of predicted labels)
with minimal accumulated value in a Weighted Finite Automaton (WFA).

Mstart G H S
(λ ,0) (λ ,0) (λ ,0)

({M,H,T},0)

({G,S},1)

({G,T},0)

({M,H,S},1)

({M,H,T},0)

({G,S},1)

({S,T},0)

({M,G,H},1)

Figure 3: Weighted Finite Automaton that recognizes the temporal seg-
mentation of colposcopies (Transition - T , Macroscopic view - M, Green
- G, Hinselmann - H and Schiller - S.
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The WFA is derived from the domain-dependant protocol. Further-
more, the transition weights are related to the presence of mislabeling.
Moreover, if any transition in our policy either consumes an input char-
acter or moves “forward” to another state in a directed acyclic graph, the
recognition problem holds the conditions to formulate a Dynamic Pro-
gramming (DP) implementation. Figure 3 shows a graphical represen-
tation of the automaton. We denote each phase by its first letter. Since
the number of steps in the colposcopic procedure is constant, the DP im-
plementation of the algorithm has a linear performance in the number of
frames in the sequence.

2.4 Results

We gathered a dataset of 56 colposcopies from different patients (more
than 140k images) annotated by a specialist. Every patient was equally
weighted in the compilation of the results. For the assessment of the
temporal segmentation we used a leave-one-patient-out cross-validation
approach. Transition frames were correctly identified with an accuracy
of 90.86% and a precision of 91.46%. Table 1 shows the classification
metrics for the temporal segmentation.

Table 1: Average classification metrics per class: Macroscopic, Green,
Hinselmann and Schiller. Results with 16 indexed frames per video.

Phase Distance Transition Non-Transition
Acc. Prec. Rec. F Acc. Prec. Rec. F

Macro L1 0.96 0.99 0.78 0.84 0.98 1.00 0.95 0.95
EMD 0.95 0.99 0.74 0.80 0.96 1.00 0.89 0.89

Green L1 0.97 0.98 0.66 0.74 0.99 1.00 0.96 0.96
EMD 0.97 0.97 0.63 0.70 0.99 0.99 0.91 0.90

Hins L1 0.92 0.96 0.79 0.81 0.92 0.98 0.89 0.88
EMD 0.91 0.93 0.76 0.77 0.89 0.95 0.86 0.83

Sch L1 0.91 0.83 0.61 0.65 0.89 0.89 0.93 0.82
EMD 0.89 0.77 0.55 0.55 0.84 0.84 0.83 0.71

Avg. L1 0.94 0.94 0.71 0.76 0.95 0.97 0.93 0.90
EMD 0.93 0.91 0.67 0.70 0.92 0.94 0.87 0.83

3 Quality Assessment

The quality of a given medical image can be understood from many dif-
ferent perspectives, in our case, the quality is related to how appropriate
is the image to diagnose the patient. Usually, this problem has been stud-
ied from a subjective numeric or ordinal point of view, wherein an image
is shown to the observer, whom is required to give a subjective linearly-
ordered rating to the image (e.g. poor, fair, good, excellent; 1 to 5 stars;
etc) [5]. A different way to acquire individual opinions is by means of
pairwise comparisons, where the observer chooses the best image from a
pair. Although the latter approach induces a quadratic number of poten-
tial annotations [4, 6], in general, the time needed to judge a given pair
is less than the time required to annotate a single image using an ordinal
scale [4]. Moreover, the pairwise comparison has been found to be more
accurate [4].

However, prediction of image quality from a pairwise perspective has
been unexplored. In this sense, we are interested in predicting the quality
of a given set of images based on previously annotated images. Training
annotations can be obtained in both ways, ordinal and paired, as the ordi-
nal annotations derive a subset of the possible paired annotations. Then,
we extract a set of features from the images, and train a predictive model
to decide which one is the best image in a given pair.

3.1 Feature Extraction

We extracted a preliminary set of features from the 56 colposcopies that
were used in the previous stage of the system. From each colposcopy, we
extracted one image per phase. The set of features that were extracted are
described below.

• Image focus: number of edge pixels in the image.

• Specular reflection: size of the largest blob and number of blobs
with specular reflections, size of the total area with specular reflec-
tions. These regions were detected using the technique proposed
by Das et al. [2]

• Color statistics: histogram of the hue channel in the HSV color
space, average and standard deviation of the three channels in the
HSV color space.

• Transition: distance to the nearest transition interval before and
after the current frame.

• Cervix: area occupied by the cervix, center of mass of the cervix
(Das et al. [2]) and center of mass of the external orifice of the
uterus (i.e. external os).

3.2 Encoding and Model

Finally, we encode the decision problem between a pair of images by the
difference between the feature vectors of both images. Thus, the decision
problem is transformed from a edge prediction in graph to a traditional
binary classification task, which goal is to predict if the first image is
better than the second image or not. Thereby, any traditional classification
model can be used to solve this problem.

3.3 Results

For the evaluation of the QA we annotated 798 pairs of images and per-
formed experiments using a 10-fold cross-validation. We obtained a pre-
liminary accuracy of 76.2% using a Support Vector Machine with Radial
Basis Function (RBF) kernel.

4 Conclusions and Future Work

In this work we provided a framework to temporarily segment a col-
poscopic assessment. The proposed framework achieved a precision of
91.46% in the transition detection and a precision of 97% in the temporal
segmentation. As we observed in the experiments, L1 distance behaved
better than the EMD. Also, we obtained preliminary results in the QA task
by means of pairwise ordering of frames. Further work will be done in the
quality prediction to force symmetry and transitivity constraints, either in
the decision region or by means of some post-processing in the resulting
graph of relative quality. Furthermore, we will assess the possibility to
predict an ordinal scale of quality from pairwise annotations.
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Abstract 
Existence of Cerebral Vascular Accident (CVA) can affect the symmetrical 

property of human brain, observable on Computer Tomography (CT) images. 

Analysis of symmetry features is hereby proved to promote the accuracy of 

classifiers designed for automatic detection of CVA.  We attained a reduction up 

to 40.4% of the number of false detections considering both symmetry features 

and first and second order statistics, together with model complexity decrease.  

1 Introduction 

CVA, also called stroke, is caused by the interruption of blood 
supply to brain, mainly due to a blood vessel blockage (i.e., ischemic) or 
by hemorrhagic event. The area of the brain that has been affected by 
ischemic stroke is less dense (darker) than normal area in CT images. In 
contrast, hemorrhagic stroke is denoted by a denser (lighter) area. 

The aim of this work is to investigate the effect of considering 
proposed symmetry features on the accuracy of classifier designed for 
automatic detection of CVA within the brain CT images. The result is 
compared with [1] in which we just used  a combination of first and 
second order statistics to construct the feature space.  

Next sections are organized as follows: Section 2 describes how the 
artifacts are removed from brain CT images. Section 3 discusses the 
realignment process of tilted images. Symmetry features are proposed in 
Section 4. Section 5 presents commented experimental results. 

2 Removing artifacts 

For detecting CVA abnormalities from head CT slices we have to 
focus on the intracranial part of the images, the part that is inside the 
skull. Other parts including the scalp, the skull and the U-shaped head 
holder are considered as artifacts and should be removed. Moreover, 
those slices which have been taken from the lower part of the head have 
too much noise from other organs like eyes and nose and contain very 
small portion of intracranial area. This kind of slices is not also very 
suitable for CVA detection. The artifact removal process is performed 
by Algorithm 1, as proposed in [2]. 

 

Algorithm 1 Artifact removal algorithm in brain CT images [2] 

1. Skull detection: 

1.1. Remove pixels whose intensities are less than 250. 

1.2. Use Connected Component algorithm [3] to choose the largest 
component as the candidate skull. 

1.3. Remove the small holes within the candidate skull by 
inverting the matrix of candidate skull and applying the 
Connected Component algorithm for the second time. Those 
connected components whose area are less than 200 pixels are 
considered as hole and will be filled using bone intensity value 

2. Removing CT slices with either unclosed skulls or skull containing 
too many separate regions: Having completed step 1.3, we have 
already all connected components at hand. As a result we can count 
the number of big holes (e.g., whose areas are more than 200 
pixels). If this number is equal to 2, it will be considered as closed 
skull otherwise the slice will be removed from the desired set. 

3. Intracranial area detection: All CT images that successfully passed 
step 2 contain only two black regions separated by the skull. To 
detect which black area is related to intracranial part, the mass 
centre of the skull is calculated, being considered as intracranial 
area the region containing the mass centre. 

3 Realigning tilted images 

Tilted head position in CT images can be either as a part of clinical 
process (e.g., for reducing beam-hardening artifacts in patients with 

aneurysm clips[4]) or as a result of patient movement during imaging 
process. To extract symmetry features we need to detect actual midline 
of the brain and rotate tilted images to make the actual midsagittal line 
perpendicular to the x-axis. The method employed is summarized in 
Algorithm 2 [2, 5]. In order to align tilted CT slices, rotation is done 
around the mass centre of the skull. Figure 1-b shows the result of 
applying Algorithms 1 and 2 on the brain CT slice of  Figure 1-a. 

Algorithm 2 Ideal midline detection of the brain CT [2, 5] 

1. Use Algorithm 1 to remove artifacts. 

2. Since the concave shape of intracranial region will affect the 
accuracy of search for finding ideal midline,   CT slices with 
high amount of concavity are found and excluded: 

2.1. For each CT slice  

2.1.1. Extract the contour of intracranial region. 

ݕݐ݅ݒܽܿ݊� .2.1.2 = Ͳ 

2.1.3. For ∅ = Ͳ to 180 

2.1.3.1. Rotate contour by ∅ degree. 

∅ݕݐ݅ݒܽܿ݊� .2.1.3.2 = Ͳ 

2.1.3.3. For ݅ = ͳ to ݊ݏݓݎ ݂ ݎܾ݁݉ݑ 

2.1.3.3.1. Scan the pixels of the contour in 
row ݅  and define the Far Left 
( ܮܨ ) and Far Right ( ܴܨ ) 
junctions.  

2.1.3.3.2. Let � be the number of pixels in 
row ݅ which resides between ܮܨ 
and ܴܨ and is not located inside 
the intracranial region. 

∅ݕݐ݅ݒܽܿ݊� .2.1.3.3.3 = ∅ݕݐ݅ݒܽܿ݊� + � 
End for  

=+ݕݐ݅ݒܽܿ݊� .2.1.3.4  ∅ݕݐ݅ݒܽܿ݊�

End for  

End for 

2.2. Sort CT slices based on their corresponding �ݕݐ݅ݒܽܿ݊  values and select the first ߣ  slices with 
least amount of concavity. 

3. In order to find the line that maximizes the symmetry of the 
resulting halves,  a rotation angle search around the mass 
centre of the skull is done: 

3.1. For each CT slice remained from step 2: 

3.1.1. Let � be the maximum angle that a given CT 
image can be tilted. 

3.1.2. Let ܵ  be the symmetry cost at angle ݆ 

3.1.3. For ݆ = −� to � 

3.1.3.1. Calculate ܵ = ∑ |݈ − |�=ଵݎ ;  where ݊ 
is the number of rows in the current CT 
slice, ݈  and ݎ  are the distances 
between the current approximate 
midline and the left and right side of 
the skull edge in row ݅ , respectively. 

End for 

3.1.4. Select rotation angle ݆ whose symmetry cost ܵ is minimum. 

End for 

3.2. The final rotation degree for all CT slices is 
determined as the median value of rotation angles 
obtained for each CT slice.  

4 Symmetry features 

Given the ideal mid-sagittal line, the proposed symmetry features 
aim on comparing one side of the brain to the other side and discover if 

The Effect of Symmetry Features on Cerebral Vascular Accident Detection Accuracy 

Elmira Hajimani 
ehajimani@csi.fct.ualg.pt  

António E. Ruano 
aruano@ualg.pt 

M. Graça Ruano 
mruano@ualg.pt 

 

University of Algarve, Faro, Portugal 
  
Centre for Intelligent Systems, IDMEC, IST, Portugal 
 
CISUC, University of Coimbra, Portugal 

RECPAD 2015

4



 

there are any suspicious differences. To extract symmetry features, a 
window ݓଵof size ݏ × ,ݔcentred at the pixel ሺ ݏ  ሻ marked by a clinicalݕ
expert as normal or abnormal and its contralateral part with respect to 
the midline, window  ݓଶ centred at the pixel ሺݔ′,  ሻ,  are considered′ݕ
(Please see Figure 1-b). Having  identified ݓଵ  and ݓଶ , we can then 
specify how similar these two regions are by calculating Pearson 
Correlation Coefficient (PCC) as stated in (1).  ܮଵ norm and squared ܮଶ 
norm are also two dissimilarity measures that can be calculated through 
(2) and (3) respectively. Comparing the intensity value of the pixel that 
is marked by the expert and its corresponding pixel in the contralateral 
part can give us another symmetry feature that is stated in (4). 

 ��� = ଵ� ∑ ∑ ቆ��భ,ೕ −��భ��భ ቇ ቆ��మ,ೕ −��మ��మ ቇ௦=ଵ௦=ଵ  (1) 

ଵܮ  = ∑ ∑ |�௪భ, − �௪మ, |௦=ଵ௦=ଵ  (2) 

ଶଶܮ  = ∑ ∑ (�௪భ, − �௪మ, )ଶ௦=ଵ௦=ଵ  (3) 

 ݂݂݀݅ = �௪భ௫,௬ − �௪మ௫′,௬′
 (4) 

Where �, is the intensity value of pixel located at ሺ݅, ݆ሻ within the 

corresponding window; ߤ௪భ ௪మߤ  , ,  �௪భ  and �௪మ  are the mean and 

standard deviation of intensity values within window ݓଵ  and its 

contralateral part, window ݓଶ , respectively.  

 

(a) 

 

(b) 

Figure 1: (a) Original brain CT image; (b) After skull removal and 
realignment, ideal midline is drawn in yellow colour. The green point 
shows the mass centre (centroid) of skull which the rotation is done 
around. A window of size 31x31 is considered around pixel located at 
(365,279) and shown in red colour; its contralateral part with respect to 
the midline is shown in blue colour.  

5 Experimental results 

5.1 Dataset 

250 CT slices from 14 clinical cases were used [6]. Within these CT 
slices, 702 pixels were marked as normal or abnormal by 
Neuroradiologists. (477 normal and 225 abnormal points). In all 
experiments the size of training, test and validation sets was set to 400, 
200 and 102 respectively. 

5.2 The effect of using symmetry features 

This work uses MOGA[7] to determine the architecture of the 
Radial Basis Functions Neural Network, its corresponding parameters 
and input features according to the multiple objectives imposed and their 
corresponding restrictions and priorities. Table I shows the specification 
of 2 scenarios. The first scenario is the one which had the best results 
among the scenarios discussed in [1] using just first and second order 
statistics as the features (i.e., 23 features in feature space).  On second 
scenario we added up 10 symmetry features by calculating features 
presented in (1)-(3) for three different window size (i.e., = {ͳͳ,ʹͳ,͵ͳ} ) 
as well as the symmetry feature presented in (4). The number of 
generations was set to 1000 for both experiments. The number of 
individuals in each generation was set to 100. In both experiments 
convex points exist in training set [8]. On first experiment convex hull is 
applied considering target values but on second experiment the target 
value is ignored while detecting convex points. In Table 1, CP is the 
number of convex points in training set; ܨ ௫ܰ�

 is the number of False 
Negatives; ܨ�௫�

 is the number of False Positives and ܯ��  states the 

Model Complexity. ܶܧ  and ܴܶ  represent Test and Training sets 
respectively. The higher value for  ݎ states the higher priority for the 
corresponding objective. 

TABLE I.  SCENARIOS OF EXPERIMENTS. 

Exp. Objectives CP 

���ܨ 1 ≤ ͳ, ��ܰܨ ≤ 9, ���ܨ ≤ ͳ, ��ܰܨ ≤ ͳʹ,   329�ܯ

���ܨ 2 ≤ ͳ, ��ܰܨ ≤ 9, ���ܨ ≤ ͳͷ, ��ܰܨ ≤ ͳʹ,   356�ܯ

 

Table II compares the two experiments with respect to minimum, 
average and maximum values of FDs (i.e., ݏܰܨ + ݏ�ܨ ) and model 
complexity for best models in non-dominated sets. As we can see, the 
contribution of symmetry features has promoted the classification 
accuracy and decreased the average of model complexity. As it can be 
seen in Table III, the contribution of symmetry features (i.e., experiment 
2) reduced the number of false detections within the whole dataset up to 
40.4% (from 47 to 28), comparing the best obtained model in non-
dominated set. We also had a reduction in model complexity. 

TABLE II.  MIN, AVG. AND MAX VALUES FOR FALSE DETECTIONS AND 

MODEL COMPLEXITY OF BEST MODELS IN NON-DOMINATED SET 

 TR TE V All MC 

E
x

p
1
 Min 0 23 10 47 28 

Avg. 8.60 39.82 21.30 69.73 179.56 

Max 51 53 32 102 300 

E
x

p
2
 Min 0 11 10 28 105 

Avg. 0.57 22.03 18.30 40.92 152.5 

Max 11 31 24 51 247 

TABLE III.  MODELS WITH MINIMUM NUMBER OF FALSE DETECTIONS 

WITHIN WHOLE DATASET 

 TR TE V All MC 

 FP FN FD FP FN FD FP FN FD FP FN FD 

Exp1 0 2 2 20 11 31 9 5 14 29 18 47 195 

Exp2 0 2 2 4 7 11 8 7 15 12 16 28 154 
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Abstract

Cloud computing is a natural evolution of distributed computing com-
bined with service-oriented architecture. However, its broad adoption has
been hampered due to the lack of security mechanisms. Facing this is-
sue, this work aims to propose a new approach for detecting anomalies
in the cloud network traffic. The anomaly detection mechanism works
on the basis of a Support Vector Machine (SVM) model for binary clas-
sification. The key point to improve the accuracy of the SVM model, in
the cloud context, is the set of features. In light of this, we present the
Poisson Moving Average predictor as the feature extraction approach that
is able to cope with the vast amount of information generated over time.
We evaluate the performance of our mechanism and compare it against
similar studies in the literature, resorting to a real case validation study.

1 Introduction

In the virtual environment, online threats are constantly evolving. Fur-
thermore, cloud computing introduces significant new paths of attack.
Distributed Denial of Service (DDoS) is a well-known type of attack that
disrupts online operations. Usually, the assault is performed by hundreds
(or thousands) of requests for service and it has to be detected before it
breaks down the server. Due to the high number of simultaneous requests,
this attack generates an anomalous behaviour in the network traffic. Nev-
ertheless, the elastic and scalable nature of the cloud environments is also
apt to undergo sudden changes [1], making it even harder to detect which
parts of the incoming traffic are from vandalism or legitimate usage.

Several techniques have been already proposed to perform anomaly
detection in the cloud environment, such as fuzzy logic, artificial neu-
ral network and decision tree classifier. Also, different types of network
traffic information are used to detect anomalies, such as protocols be-
haviour, CPU utilization and user logs. However, there is an apparent de-
ficiency in detecting anomalies with low rates of false alarms. In particu-
lar, these techniques require extensive tuning for improving the sensitivity
and achieving satisfactory results. There is also no consensus about the
best set of features which should be monitored in the network. Moreover,
attackers have been able to study the mechanisms behind these techniques
and adapt the attack behaviour to evade identification. In this context, the
literature lacks mechanisms able to improve the accuracy of the anomaly
detection for cloud while keeping a low false detection rates.

To overcome these gaps, a new approach to detect anomalies in a
cloud environment is proposed. Our proposal resorts to traffic predic-
tion to generate features that represent the expected proper behaviour of
the network traffic. This information is then used jointly with a Sup-
port Vector Machine (SVM) model that is fed with the features extracted
from network traffic prediction. The combination of these two tools rep-
resents a novel and effective approach for detecting anomalous events in
the cloud environment. The forecast is performed by a statistical method
based on a Poisson process, that has shown itself suitable for dynamic
environments such as cloud computing [3]. SVM is already known as
one of the best learning algorithms for binary classification [4]. Binary
classification meets the goal of this proposal, since we aim to identify the
anomalies inside the normal network traffic.

The remainder of the paper is organized as follows. Section 2 covers
some of the most prominent related work. Section 3 describes the pro-
posed solution and the methodology used for this paper, whilst Section 4
presents the evaluation and discusses the results. Section 5 concludes with
some final remarks and prospective directions for future research.

2 Related Work

This section presents the latest research findings on SVM models applied
in intrusion detection system context. Mulay et al. [7] presented an IDS
that combines SVM and decision trees to build a multi-class SVM. This
model can classify the network traffic in normal or abnormal. Horng et al.
[6] proposed a Network Intrusion Detection System on the basis of Sup-
port Vector Machine with features selected by a hierarchical clustering
algorithm. The DARPA dataset was used to evaluate the proposed IDS.

Shon and Moon [8] presented a hybrid machine learning approach to
detect anomalies in the network traffic. This model is a blending between
supervised and unsupervised SVM model. Besides, they use a Genetic
Algorithm for extracting more appropriate packet fields (protocol, source
port, IP, TTL). Chen et al. [2] did a comparative study between Artificial
Neural Network (ANN) and Support Vector Machine to predict attacks on
the basis of frequency-based encoding techniques to select the features.
The results have shown that both approaches are able to detect anomalies
in the network traffic, but SVM outperforms ANN.

The key point for using the SVM model with success, in the cloud
context, is finding the proper feature extraction approach able to deal with
the vast amount of information generated over time. In summary, there
is no traditional anomaly detection system to meet these requirements ef-
ficiently, since the cloud computing environments have their particular
nature and essence. In order to deal with these limitations, in the follow-
ing section we introduce a conceptual solution for detecting anomalies in
the cloud network traffic, by means of a Support Vector Machine fed with
features gathered from the Poisson Moving Average predictor.

3 Anomaly Detection Mechanism

The purpose of our Anomaly Detection Mechanism is to provide an effi-
cient method to detect anomalies in the cloud-based network traffic. Fig-
ure 1 depicts the basis of our mechanism, by highlighting the application
scenario and the main conceptual components.

Anomaly Detection Mechanism 
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Figure 1: Application scenario and elements of the proposed mechanism

The cloud provider offers several services by the Internet, such as in-
frastructure, software and platform to the clients. Real-time cloud traffic
data (Flow 1) is continuously being gathered from the cloud environment
by the Cloud Monitoring module. This information is subsequently pro-
cessed by the Poisson-based Predictor that performs prediction based on
information such as the protocol type, the number of network packets and
timestamp.

After that, the SVM Model is fed with features extracted from the
predicted data (Flow 2). Then, the SVM Model triggers a warning to the
Event Auditor when an anomalous behaviour is detected (Flow 3). In
the meantime, the Repository of Outcomes component stores a detailed
output regarding the historic of the Virtual Machine (VM) operation (Flow
4). Furthermore, the Event Auditor represents an agent placed in the VM
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that is able to communicate collaboratively with agents in the other VMs.
This agent receives any anomalous event from the SVM Model and builds
a message with information of all components (Flow 5) for sending alerts
to other agents.

Having presented an overview of the anomaly detection mechanism,
in the following subsections there will be a more detailed description of
the forecasting approach for estimating network traffic on the basis of
a Poisson process and the Support Vector Machine model for detecting
anomalies in the cloud-based environment.

3.1 Poisson-based Predictor

Predicting the network traffic is an important instrument to support a bet-
ter understanding of the network traffic behaviour. In light of this, the
Poisson-based Predictor component represents the feature extraction ap-
proach. For, after that, it feeds the SVM model.

The predictor receives as input, the time series created in the Cloud
Monitoring. Therefore, the predictor is able to forecast the expected value
in the network traffic according to the temporal granularity of the time
series. We consider prediction based on the Poisson Moving Average
(PMA) because it has shown to be suitable for dynamic cloud environ-
ments [3]. At this point, the predictor will generate several features, as
the outcome of this process. The set of variables used in this approach to
describe the network traffic are: the time, the type of protocol, the num-
ber of packets, the predicted data and the variance between real network
traffic and the predicted network traffic.

3.2 SVM Model

The Support Vector Machine (SVM) model uses a methodology for choos-
ing the best hyperplane (among many others) that represents the largest
margin between two classes, namely, normal network traffic and anoma-
lies in this work. Then, the hyperplane is chosen such that the distance
from it to the nearest support vector on each side is maximized [4].

The Support Vector Machine learning model includes two stages:
training and testing. The first learns the two possible patterns of the net-
work traffic (the normal and the anomalous behaviour). The second tests
the knowledge achieved in the past stage to detect unknown anomalies.
Separating data into training and testing data is an important part of val-
idating the SVM model. By this, we can minimize the effects of data in-
consistencies and better understand the characteristics of the model. Once
the SVM model has been processed by using the training set, it is needed
to evaluate the prediction capability against the training set. Considering
the data in the testing set already contains known values for the attribute
that we want to predict, it is possible to determine whether the model’s
suggestions are correct.

In short, the anomaly detection for the cloud network traffic based on
SVM with PMA expresses a process of pattern recognition. In this pro-
cess, the training data represents the standard pattern and the testing data
alludes to identify such pattern. The process of identifying a particular
behaviour inside of the testing data is a mapping process of the testing
data in some existing pattern of the training data.

4 Evaluation

We consider the DARPA dataset [5] for evaluating this proposal. Ta-
ble 1 shows the comparison among several approaches that use SVM and
DARPA dataset to validate the model. Regarding detection rate (DR)
point of view, the best model is proposed by Chen W. et al. [2], but this
approach showed more than 10% of false positive rate (FPR). Also, the
omission of FNR results hampers a better evaluation of this approach’s
performance.

Another model with high DR, but low FPR, is the Soft margin SVM
with Radial Basis Function (RBF) kernel. This model obtained 98.65%
of DR, but at cost of high false negative rate (FNR), more than 11%.
Other models presented in the Table 1 present at least one drawback: low
accuracy, high FPR or high FNR.

In summary, our method on the basis of SVM and RBF kernel with
features extracted from Poisson Moving Average predictor presents the
best equilibrium in the results. It reaches 98.56% of detection rate and 8%
of FNR. Also, our approach displays the lowest FPR among the related
work, just 1.44%.

Table 1: Approaches that use SVM and DARPA dataset
Approach Kernel DR(%) FPR(%) FNR(%)

LIBSVM and PMA RBF 98.56 1.44 8.00

Horng S. et al. [6] RBF 95.72 N/A N/A

Soft margin SVM Inner product 90.13 10.55 4.36
Soft margin SVM RBF 98.65 2.55 11.09
Soft margin SVM Sigmoid 95.03 3.90 12.73

One-class SVM Inner product 53.41 48.00 36.00
One-class SVM RBF 94.65 20.45 44.00

Enhanced SVM [8] Sigmoid 87.74 10.20 27.27

Chen W. et al. [2] RBF 100.00 10.35 N/A

5 Conclusions and Future Work

In this paper, we have shed light on the major problem for preventing the
adoption of the cloud service models: security (or lack thereof). In this
context, a novel approach to detect anomalies in the cloud scenario was
proposed. The anomaly detection approach relies on a distributed and
collaborative mechanism that combines a Support Vector Machine model
with features extracted from a Poisson Moving Average predictor.

By analysing the evaluation results, it can be seen that the anomaly
detection mechanism was able to identify anomalies considering a case
study with real data. Our SVM model achieved high degree of accu-
racy providing the best compromise in terms of detection and false alarm
rates. In particular, our approach exhibits the lowest level of false posi-
tive rate and the second best false negative rate in comparison with other
approaches. Prospective directions for future research also include: (i)
proposing a feature selection approach using Genetic Algorithms; and (ii)
proposing an unsupervised Support Vector Machine model.
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Abstract 
Automatic marble classification based on visual appearance is an 
important and complex industrial issue. However, there is no definitive 
solution, mainly due to the presence of high number of randomly 
distributed colors and the subjective evaluation made by human experts. 
In this work, one of the tasks is to analyze a set of soft computing 
classification algorithms for a specific database in representation of 
general types of marbles. The main objective of this research are color 
and homogeneity classification through binary models algorithms with 
fuzzy and logistic regression approaches. The features are acquired by 
QuadTree segmentation. The results of this study are very encouraging 
with fuzzy based on Takagi-Sugeno inference system with fuzzy c-means 
clustering giving the best score for color model with the minimum of 25 
training samples. For homogeneity classification the minimum number of 
training samples were settled to 20 and the best score obtained was for 
fuzzy based on Takagi-Sugeno inference system with Gustafson-Kessel 
clustering. 

1 Introduction 
Visual classification is a big issue at the last stage of the marble industry 
process. It is a time consuming process with high subjectivity which was 
the trigger to a deeper research and development of automatic methods, 
however without satisfying results so far. The main handicap of this kind 
of implementation is the high diversity of types of marbles in different 
geographic regions with a high variety of colors and homogeneities 
typical of natural stones [1]. The database was obtained by an automatic 
image acquisition machine at FrontWave Company with stones provided 
by Grupo Galrão between February 2015 and June 2015. A set of models 
was obtained from this database, expecting that these can be extended to 
other manufacturers. 

2 Database and Feature Extraction 
 The samples were organized by experts for each classification criteria, 
color and homogeneity. Grouping by similarity of the predominant color, 
homogeneity and background color (typically the lightest color) is the 
main goal of human classification. As a result of these pre classifications, 
six different types of color are considered, with an amount of 70, 60, 87, 
150, 60 and 60 samples (Figure 1). For homogeneities, three different 
types were defined with an amount of 98, 287 and 102 (Figure 2). 

Figure 1: Preview of Marble Color Pre Classification 

Figure 2: Preview of Marble Homogeneity Pre Classification 

Several modern techniques of color and texture features were tested [2, 3, 
4], however there are no considerable improvements on the results when 
compared with the more classical technique based on a QuadTree 
segmentation [5] of each image. This process was initialized with four 
segments (firstSeg), and the minimum area allowed for each final region 
(minArea), was 4 pixels. The criterion to parcel out each segment was 
based on standard deviation of brightness distribution (eq.1). 

�݂ = �� ≥ ,   ݃݉ܪ݀ݐݏ  ݇ =  ሺͳሻ    ݊�݃݁ݎ ݀݁ݎ݁݀�ݏ݊ܿ
The value of stdHomog was varied by 3, 5 and 7. From the segmentation 
it was possible to extract the four main regions that together define the 
marble predominant color (green plot). The veins are represented in red 
plot (Figure 3b), similarly with previous work [6]. The veins are also 
characterized by its degree of whiteness, represented by artificial 
colorification (Figure 3c). 

Figure 3: Marble a) Original, b) Segmentation, c) Artificial Color 

For color classification the features extracted from this method were the 
mean and standard deviation of RGB and HSV [7] for both the global 
image and the total of the predominant regions, totalizing 24 features. 
Another considered feature was the pixel value corresponding to the 
maximum gray level histogram of the marble image. For homogeneity 
classification the features gathered were: Homogeneity (eq.2), the 
difference between the light and dark veins weighted by the percentage 
of each of the regions selected, weiVarVeins (eq.3) and entropy E (eq.4), 
totalizing 3 features. ݕݐ�݁݊݁݃݉ܪ = ͳ − .�݁ݎ�݊�݉ ሺ∑ሺݏ݊�݃݁ݎሻ − �݁ݎ� ݁݃�݉ܫ ݈�ݐሻܶ݃݁ܵݐݏݎ�݂           ሺʹሻ 

ݏ݊�ܸ݁ݎ�ܸ�݁ݓ = .ℎݐ݃�݈ܸݎ�ݒ ݏ݊�ܸ݁ݐℎ݃�ܮ݊�ܸ݁ + .݇ݎ�ܸ݀ݎ�ݒ ݏ݊�ܸ݁݇ݎ�ܦ݊�ܸ݁   ሺ͵ሻ 

Where pVeins is the percentage of all veins in the image (regions with red 
plot in Figure 3b). The pVeinLight is the percentage of green area and 
pVeinDark is the percentage of red area in the image (Figure 3c). The 
absolute difference between the mean values from component V of HSV 
in all the light veins and all predominant regions is varVligth. The same 
is considered for varVdark with all dark veins. ܧ = − .)∑  ሻ)                 ሺͶሻሺʹ݈݃

p is the normalized values of gray level histogram of the image (eq.5). 

 = ℎ∑ሺݏ݈݁ݔ� ݁݃�݉� ݈�ݐݐሻ           , ℎ = ℎ�ݐݏሺ�݉�݃݁ሻ                ሺͷሻ 
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3 Classification Methods 
All the data obtained in the feature extraction process has to be 
normalized in order to have features with values between 0 and 1. To 
reach this goal the standard deviation normalization algorithm [8] was 
used. The data was divided in training and validation sets using a 5 fold 
cross validation algorithm [8]. Logistic Regression (LR), the classic linear 
method for binary classification [8] was tested, as well as intelligent 
techniques based on Takagi-Sugeno fuzzy models (TS-FM) [9], where 
each rule describes a local input-output relation. During this work the 
antecedent fuzzy set was determined by Fuzzy C-Means (FCM) 
clustering and the Gustafson Kessel (GK) clustering [10, 11] algorithms. 

4 Approach  
To test all the algorithms is statistical terms, a cross validation algorithm 
divides the data by 20%, 40%, 60% and 80% for the training set. With 20 
runs of each model, the mean and standard deviation of accuracy (ACC), 
sensitivity (TPR), specificity (SPC) and area under the operation receiver 
curve (AUC) [12] can be computed to evaluate the algorithms. 
The objective of this approach was to conclude which intelligent model 
performs better for the small number as possible of training data in the 
lowest computational time (that decreases with higher values of 
stdHomog). The high variability of models performances forced to 
consider a weighted mean value allowing to infer on the quality of 
positive and negative samples correctly classified. A higher rank of TPR 
was assumed due to the industrial context of this work. ܹ݁�݃ݐℎ݁݀ ݁ݎܿܵ ݊�݁ܯ = Ͳ,ܶ�ܴ + Ͳ,Ͷܵ�ܥ             ሺሻ 
The best percentage of training set is first obtained and then the best 
model is evaluated for each classification category. The final parameter 
specified is the stdHomog for QuadTree segmentation.  

5 Results 
Given the three different raw data sets, one for each stdHomog, the results 
trend is the same even when varying the training set percentage for all 
models. The results of the mean and standard deviation, represented by 
an error bar (Figure 4) were calculated for six models in terms of color 
classification and three models for homogeneity. All the results for each 
stdHomog are identical. 

 

 

 
 

 
 

 
Figure 4: Results of models score with different training percentage for 

stdHomog = 5 

In color classification it can be noted an improvement from 20% to 40% 
and from this percentage on there is no significant model score increase. 
For the case of homogeneity classification the results have a lower score 
because the database was unbalanced for different homogeneities by the 
experts and there is no score improvement with the increasing percentage 
of training set. In conclusion the best training percentage for color 
classification is 40% and for homogeneity is 20%. 
Figure 5 presents the results of the three different stdHomog considered 
for the training percentage. 

 

 
 

 
 

 
Figure 5: Scores of all database for the different models tested 

These results are conclusive for the stdHomog to consider in the 
QuadTree image segmentation. For color classification there is no 
relevant variation to decide which stdHomog to choose but for 
homogeneity classification it is possible to observe an increasing score of 
3 to 5 and decrease for 7. To choose the best database for both classifiers, 
stdHomog=5 is the best choice. 
The best model for color classification is the FCM TS-FM and for 
homogeneity classification is the GK TS-FM. 

6 Conclusions 
This paper compares three different classification models for color and 
homogeneity of marbles. Different settings for the QuadTree algorithm 
were tested to determine how many samples are needed. The color 
classification should use at least 25 samples per class for training the FCM 
TS-FM to have more than 92% of performance. For homogeneity 
classification using 20 samples to train a GK TS-FM allows to have more 
than 84% of model performance. The computational time for 
classification is practically the time that takes to extract all the features 
for each sample. For a high heterogeneous marble this time is about 12s. 
Future work will deal with a more deep study of other features for each 
classification model and test the models with new samples. 
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Abstract 
Hidden Markov Models have been successfully applied in heart sound 
segmentation and classification. In this paper an ergodic, homogeneous 
and stationary hidden Markov model is implemented in a public dataset. 
This model uses a multiple mixture of multivariate Gaussian distribution 
for the probability state-dependent distribution, the perpetual and 
spectral features are used as an input to the system.  

1 Introduction 
The phonocardiogram (PCG) signal is obtained during an auscultation 
using a traditional or an electronic stethoscope. The PCG contains 
important information concerning the mechanical activity of the heart 
valves. The signal processing of a PCG has two main goals; The first 
one is to split the PCG into the heart cycles, where each heart cycle is 
composed by the first heart sound (S1), the systolic period, the second 
heart sound (S2), and the diastolic period (Figure 1). The second goal is 
the detection of other sounds such as the third and fourth heart sounds 
(S3 and S4) as well as heart murmurs that may be associated to cardiac 
pathologies. For heart sound segmentation, the methods can be divided 
depending on which domain they are applied: the time domain (Shannon 
energy [6]), frequency domain (homomorphic filter [8]) and entropy 
domain (entropy gradient [9]). For heart sound classification different 
classifiers have been proposed Artificial Neural Network (ANN), K-
Nearest Neighbors (KNN), Support Vector Machine (SVM) and Hidden 
Markov Models (HMMs). The HMMs are used to statistical model the 
highly dynamic and non-stationary nature of the cardiac system. In Gill 
[13], the signal is pre-processed and a subset of candidates (peaks) are 
extracted from a homomorphic envelogram, these candidates are 
classified using a discrete-time HMM, where the state-distribution is 
modelled using the time-duration from the preceding candidate. Schmidt 
[14] implemented a duration-dependent HMM using a homomorphic 
envelogram, which has the advantage (compare to the traditional 
HMMs) that every state duration is explicitly model in the state 
transition matrix. Chung [12] detected and classified heart sounds using 
first a left-right HMM (the first state is assumed to be known) and later 
an ergodic hidden Markov model (an initial state probability 
distribution), the spectral variability in each state is modelled using 
multiple mixture of multivariate Gaussian distribution. In this paper, we 
implement Chung approach using spectral and perceptual features as an 
input to the system. The results are based on real examples from a public 
dataset (Pascal challenge [7]).    

2 Hidden Markov Models 
Hidden Markov Models are models in which the distribution that 
generates an observation depends on the state of the underlying and 
unobserved Markov Process.  The Chung ergodic hidden Markov model 
assumes that the state transition probability matrix   is homogenous: 

,(1) 

The probability transition do not depend on. In another words, the 
probability of being state  after t-steps from state  is independent from 
the current evaluation time. This is by itself an unrealistic constrain 
imposed to the system, simply because the PCG is not a stationary signal 
and therefore, the statistical state properties are constantly changing over 
the time.  The spectral and perceptual variability at each step is modelled 
using a multiple mixture of multivariate Gaussian distribution.  Let 

denote the probabilities assigned to the different components 
and let  denote their probabilities. Giving ( -
features), the output probability distribution in state  is given by:  

,     (2) 

The state dependent distribution  is a 
multivariate Gaussian distribution with mean vector  and 
covariance . We denote , the initial distribution of the hidden 
Markov model. It is assumed that each state of HMM correspond to an 
element of the heart sound signal because the signal characteristics in 
each element are thought to be homogenous, as it is depicted in Figure 1. 

 

 

 

Figure 1: Four state hidden Markov model for a cycle of a normal heart 
sound signal [2].  

This model ignores S3, S4 and murmur sounds, since these are not 
usually generated in normal conditions. Additionally these sounds are 
difficult to hear and to record, they are most likely not noticeable in our 
heart sound data. Our algorithm must be able to estimate the state-

sequence , which is 

most likely to produce a given set of observations  of 

length . 

 

Where  denotes the model parameters such as the initial 

state distribution  state transition probability  and state dependent 

distribution   Before trying to solve the equation (3), it is necessary a 
good parameter initialization. The mixture of a multivariate Gaussian 

distribution parameters   are estimated using the expectation 
maximization (EM) algorithm, which assigns posterior probabilities to 
each component density with respect to each observation [5]. Finding 
the maximum likelihood estimation for a multivariate Gaussian mixture, 
is indeed a really difficult task or sometimes impossible if global 
optimum does not exist. If the dataset is relatively small, the estimated 
covariance matrix might become singular, or even if a very few number 
of points are assigned to a specific class due to wrong parameter 
initialization. In such situations covariance shrinks to a delta function, 
the log likelihood is infinite and convergence stop leading to ill-
conditioned estimation. In our algorithm, this is avoided by constraining 
the covariance matrices to be positive definite.  Finally the Baum-Welch 
algorithm is implemented in order to re-estimate the parameters of 
HMMs. 

3 Methodology 

In this study 90 heart sound segments are used corresponding to a total 
1421 annotation examples of S1 and S2, within a time range between 
1.2 and 14.7 seconds, the signal is recorded in 16 bits resolution and 
sampled at 4000 samples per second. According to [1], the frequency 
spectrum of S1contains peaks in the 10 to 50 Hz range and the 50 to 140 
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Hz range, while the frequency spectrum of S2 contains peaks in the 10 
to 80 Hz range, the 80 to 200 Hz range, and the 220 to 400 Hz range. As 
a result, this study limits the spectral feature extraction between the 
frequencies of 10 Hz and 430 Hz.  The system filters the original signal 
using zero-phase Butterworth bandpass filter order 10, with a lower 
cutoff frequency of 30 Hz and a higher cutoff frequency of 430 Hz. The 
signal is normalized (mean subtraction) and properly scaled. The signal 
is then divided into fragments of 0.25-second length and 0.10-seconds of 
overlap. Since the average of S1 sound is 0.16 seconds, each fragment is 
spitted into 0.15-seconds frames and shifted by 0.020 seconds. From 
each frame, 12 filterbank energies are extracted, these represent different 
energy ranges equally spaced around the mel frequency domain. The 
average of these frames is used as features for the classifier. The FFT is 
computed for each fragment and the total spectral energy around [0-140 
Hz] is used a feature. Finally, the total temporal energy of the fragment 
is also used as a feature. The records were divided into a training set 
(N=45) and a test set (N =45).  Features in the training set are extracted 
by using a 0.20-second centered window around the annotation event. 
The systolic and diastolic events are extrapolated using the annotated 
position of S1 and S2 in the heart sound.  

4 Results 
In this paper, the heart sound signal is discretized in segments of 0.025-
seconds length. This window might be long if it is applied to short 
signals, resulting in a diminished number of samples. As a result, the 
algorithm might never convergence to the desired solution. Although 
using a short window degrades the spectral resolution, which is 
necessary for a good perceptual and spectral feature estimation. The 
algorithm performance evaluation cannot be done in the regular way of 
calculating the error percentage on a given test samples set. For each 
audio sample, the S1, S2, Systole and Diastole events are counted and 
compared with the corresponding annotation file. The expected 
sequence S1-Systole S2-Diastole in each heart cycle is always observed.  
The evaluation results are given in Table I. 

 
  ANNOTATED PREDICTED (%) WC (%) RC 

S1 717 692 0.04 0.93 

SYSTOLE 702 670 0.03 0.91 

S2 704 641 0.02 0.86 

DIASTOLE 635 623 0.07 0.94 

 

 

Table I: The classification results using 10 Gaussian mixtures.  

The results are achieved without using any auxiliary signal, such 
as the electrocardiogram (ECG) and the data analysis and 
processing were conducting using Matlab. 
The wrong counting (WC) is defined as a ratio of wrong detected 
event by the number of annotated event: 
 

   (4) 
 
The right counting (RC) is defined as a ratio of right detected 
event by the number of annotated event: 
 

(5) 
 
The results in Table I reveals that the model is more sensitive to 
S1 and diastolic than S2 and systolic events.  In Figure 2, we 
show the matching between the state sequences from the Viterbi 
decoding in the ergodic HMM and the corresponding annotation 
sequences for a continuous heart sound signal in the normal 
conditions. The algorithm is perfectly capable of detecting the 
right sequence of events, although it did not estimated with very 
accuracy, the state duration in each event, which might be a 
consequence of using static state transition matrix. One 
possible alternative way of modelling time trend and seasonality 

in the HMMs is to drop the assumption that the Markov chain is 
homogenous, and assume instead that the state transition matrix 

 is dependent on time.  

 
Figure 2: The matching between the state sequence and the annotation 
sequence for a heart sound signal in normal conditions.  

5 Conclusions 

In this paper, a heart sound classification algorithm is proposed, 
which uses an ergodic, homogenous HMM. The spectral and 
perceptual features were used as input to the system. These 
features are very descriptive and sensitive to S1 and S2 events, 
for future work, different feature families (ex: fractal) are going 
to be added and the optimal feature subgroup determinate. The 
proposed algorithm seems to be also very suitable for the heart 
rate detection. A non-homogenous HMM version of the proposed 
algorithm can strengthen the algorithm in noise presence and 
enlarge a big variety of problems, such as the detection of S3 and 
S4, murmurs and valves defects. 
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Abstract

Heart sound characteristics are linked to blood pressure, and its interpre-
tation is important for detection of cardiovascular disease. In this study,
heart sounds acquired from adult patients with (PH, n=11) and without
(NPH, n=32) pulmonary hypertension, were analyzed. A novel method is
proposed for the second heart sound analysis, and detection of PH. The
proposed method automatically segments the phonocardiogram (first and
second heart sounds - S1 and S2), aligning the detected S2s to define
the signal envelope for peak-picking and aortic (A2) and pulmonary (P2)
components detection (maximum, minimum and difference envelopes).
Following, A2 and P2 amplitudes relation was analyzed (P2/A2). The
best results in separating NPH from PH patients was obtained using the
maximum envelope: NPH: 0.26±0.12, PH: 0.42±0.10 (Wilcoxon Mann-
Whitney test, p<0.01). The P2/A2 ratio allows to separate the patients
with and without PH, and it may be observed that in the NPH group the
P2 amplitude rarely surpasses 50% of the A2 amplitude. Larger clinical
studies need to be conducted to evaluate the reproducibility of our results.
But if proved reliable, this simple algorithm has the potential to allow for
a cost-effective tool to detect PH by S2 shape analysis.

1 Introduction

Noninvasive cardiovascular monitoring is gaining a lot of interest for a
safe, continuous, and comfortable patient assessment, both in clinical and
home-based scenarios [9]. Stethoscopes are part of the first line of screen-
ing and diagnosis of cardiac pathologies, nonetheless auscultation is one
of the hardest skills to master [4]. Technological developments, such as
digital stethoscopes and signal processing, may improve this tool [6]. The
typical phonocardiogram (PCG) of healthy subjects is characterized by
two main components: the first (S1) and second (S2) heart sounds. S1
corresponding mainly to the closure of the atrioventricular valves, it is
low in pitch and relatively long-lasting. S2 occurs when the aortic and
pulmonary valves close at the end of the systole (A2 and P2 compo-
nents); it is characterized by a rapid snap, corresponding to the valves
quick closure, and a short period of surrounding vibrations. In patholog-
ical cases heart sound may exhibit further components, such as a third
(S3) or a fourth sound (S4), or change their characteristics, as for exam-
ple the hyperphonesis of P2 in Pulmonary Arterial Hypertension (PAH)
patients [2, 5]. Pulmonary Arterial Pressure (PAP) may be estimated non-
invasively with an echocardiogram, but this estimation is not reliable and,
in many cases, difficult to obtain [7]. For precise measurements of PAP,
patients are submitted to a right heart catheterization, an invasive proce-
dure with associated discomfort, risks and costs. Noninvasive assessment
of PAP through heart sound analysis has been addressed with encourag-
ing results [5, 8], however PAP error estimations are still high, despite
elevated computational costs.

Still, the ability to screen for early signs of PAH could direct sus-
pected individuals for further investigations with all the potential benefits
from early diagnosis and initiation of therapy. For this purpose, we have
been working in the development of tools for digital auscultation [3], with
low computational cost algorithms to be implemented in smart-phones or
tablets for screening of PAH through PCG analysis. This work presents
preliminary results on a new approach for the analysis of the shape of
S2, and evaluate the P2/A2 relative amplitude in patients with (PAH) and
without (NPAH) PAH.

(a) (b)

Figure 1: (a) DigiScope Collector system front view. (b) Auto-
matic segmentation of the heart sound (Phonocardiogram, PCG)
into first (S1) and second (S2) heart sounds.

2 Dataset

Data were collected at Real Hospital Português (RHP) in Recife, Brazil,
with a Littmann R© 3200 electronic stethoscope, and the DigiScope Col-
lector software presented in Figure 1(a) (4 kHz, 8 bits resolution) [3]. Data
was anonymized and analyzed in Portugal with the approval of the RHP
and the University of Porto Ethics Committees. Collected data includes
11 adult patients with PAH and 32 without PAH (NPAH group). Auscul-
tation was performed over the second left intercostal space for a period of
60 s, in a calm and quiet environment. Data analysis performed in MAT-
LAB R2015a. Data presented as mean±standard-deviation.

3 Heart Sound Analysis

The pre-processing of the PCG includes filtering with a band-pass, zero-
phase, Butterworth filter order 6 (25-900 Hz) to eliminate out of band
noise, decimation to 2 kHz, and normalization. PCGs were automati-
cally segmented, retrieving S1 and S2 markers (Figure 1(b)) [1]. Follow-
ing heart sound segmentation (77.3±9.3 detected S2s per patient, NPAH:
78.1±9.2, PAH: 74.1±9.7), detected S2s for each patient were aligned us-
ing the maximum peak for reference to obtain a S2 average template. The
obtained template was then used to align all S2s based on the maximiza-
tion of the cross-correlation between segments. All aligned segments with
a global average correlation inferior to 0.7 were rejected from the analy-
sis, removing possible erroneously marked S2s, or highly contaminated
by noise (dissimilar wave morphology). After aligning the S2s in this
iterative process (58.5±17.5 S2s per patient, NPAH: 59.3±18.6, PAH:
56.3±14.4), the ensemble average of the segments was obtained. Due to
the cyclic nature of the heart sound, and the static patient position dur-
ing auscultation, one may assume a regular heart rate meaning that each
event will be repeatedly represented. By exploiting this assumption, more
robust S2 estimations may be obtained, which is especially useful consid-
ering the harsh conditions of a real clinical environment (e.g. movement
artifacts, respiration sounds, ambient noise). Ensemble averaging is based
on a simple signal model in which the observed signal is assumed to be
composed of a deterministic component (in this case the S2) and noise.
If we assume that the noise is a zero mean stationary process, the en-
semble average of the observations may be used for a robust estimation
of S2. However, and since S2 varies with respiration, ensemble aver-
aging assumptions may not apply, especially in the pathological cases in
which the increased split between A2 and P2 components may lead to sig-
nal distortion, and a poor representation of the patient S2 general model.
To overcome this issue, positive and negative envelopes (cubic Hermite
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(a) (b)

Figure 2: (a) Second heart sound ensemble average of a pa-
tient without pulmonary arterial hypertension (NPAH). (b) Second
heart sound ensemble average of a patient with PAH.

spline interpolation) were obtained for each S2, and the ensemble averag-
ing applied to the positive and negative envelopes (EnvMax and EnvMin).
This approach was inspired in the physiological knowledge that the S2
split in the PAH patients is increased, leading to well separated and audi-
ble A2 and P2 components, with an increased amplitude of P2 in relation
to A2. This is observed in the PCG, and presented as a motivation for the
extraction of the S2 envelopes. For each patient the ensemble averages of
EnvMax and EnvMin were obtained (EnvMaxµ and EnvMinµ ), as well
as the difference between the two (EnvDi f fµ ); a peak-picking algorithm
was applied to all envelopes to detect its two largest local maximums (A2
and P2 estimations, assuming A2 occurring first), and these amplitudes
used in the estimation of the P2/A2 relation.

4 Results and Discussion

The best results in separating NPAH from PAH patients was obtained us-
ing EnvMaxµ (Wilcoxon Mann-Whitney test): EnvDi f fµ Total: 0.43±0.36,
NPAH: 0.43±0.40, PAH: 0.42±0.18 (p=0.22); EnvMinµ Total: 0.63±0.46,
NPAH: 0.59±0.49, PAH: 0.74±0.34 (p=0.10); EnvMaxµ Total: 0.30±0.14,
NPAH: 0.26±0.12, PAH: 0.42±0.10 (p<0.01).

Figure 3: Boxplot of the P2/A2 ratio extracted from the maximum
envelope (MaxEnvµ ).

Figures 2(a) and 2(b) show the aligned S2s for one patient in each
study group, the ensemble average of the S2s, envelopes, and the MaxEnvµ
detected peaks (estimated A2 and P2). It may be observed that the en-
semble average of envelopes provides an estimate of the S2 energy spread
within the respiration cycle. Figure 3 shows the amplitude relation be-
tween A2 and P2 (P2/A2) obtained from the MaxEnvµ ; the P2/A2 ratio
allows to separate the patients with and without PAH, and it may be ob-
served that in the NPAH group the P2 amplitude rarely surpasses 50% of
the A2 amplitude.

This algorithm has only been applied to a small sample. Larger clin-
ical studies need to be conducted to evaluate the reproducibility of our

results. But if proved reliable, this simple algorithm may be easily im-
plemented in a mobile application, and has the potential to allow for a
cost-effective tool to detect PAH by S2 shape analysis.
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Abstract 
Cell adhesion is a crucial mechanism in the formation and 

maintenance of three-dimensional patterns of cells in epithelial tissues. 
Loss of cell adhesion increases the risk for cell invasion of the 
surrounding tissues and metastasis. Furthermore, alterations in the 
epithelial protein E-cadherin, which is the major contributor to these 
phenomena, are typically associated with invasive behavior of several 
types of carcinomas, the stomach as example. 

In this work, quantitative imaging tools are proposed to infer the 
adhesion status of cells with mutant E-cadherin expression through the 
use of microscopic images of cells stained with 4’,6-diamidino-2-
phenylindole (DAPI). The computational-based quantification of cell 
adhesion loss was pursued through the analysis of the intercellular 
network features attained from these images. 

1 Introduction 
In recent years, advances in the development of quantitative methods 

to evaluate cellular adhesion have been established namely, AFM 
(Atomic Force Microscopy) - based Single-cell Force Spectroscopy 
[1][2] and FRET (Förster Resonance Energy Transfer) - based molecular 
Tension Sensitive Module [1][3], among others. These tools provide the 
possibility to identify mechanisms underlying the formation and 
maintenance of intercellular contact, cell migration as well as tissue 
remodeling [1]. However, these methods present several limitations, 
such as their inherent high costs and necessity of direct manipulation of 
cells.  

This work aims to quantify the intercellular distance and cellular 
organization to infer the status of cell adhesion of distinct cell lines, 
harboring wild type or E-cadherin mutations (A634V, R749W and 
E781D), through DAPI stained fluorescence microscopy images. In 
order to perform this analysis, several features (areas, variation of 
distances and angles between neighboring cells) were evaluated 
regarding the intercellular network of distinct cellular cultures. 

2 Proposed Method 
Fluorescence microscopy (FM) images obtained from cells in 

culture expressing diverse forms of E-cadherin were the basis of this 
work. Only the information retrieved from the DAPI (blue) plane was 
used and a pre-processing pipeline of the FM images was pursued. This 
pipeline consisted on the application of a 1) denoising strategy, 
developed by Rodrigues et al. (2011) [4], in order to remove the Poisson 
intensity dependent noise, 2) a contrast [5] and intensity [6] adjustment 
performed to each image, in order to obtain more distinguishable 
objects, 3) the nuclei segmentation process, based on the application of 
the Otsu’s method [7], morphological operators [8][10] and seeded 
watershed algorithm [9][10][11], 4) the regions segmentation process, 
based on the Otsu’s method [7] and watershed algorithm [11] and finally 
5) the definition of neighbor nuclei, based on the output of steps 4 and 5, 
where two nuclei were considered neighbors if the total number of label 
transitions was inferior or equal to 4. These steps therefore allowed a 
semi-automatic attainment of an intercellular network representative of 
each FM image, strictly composed by triangles.  

The pre-processing pipeline applied therefore allows us to obtain an 
intercellular network, defined through the nodes of the intercellular 
triangular network, which represent the geometrical centers of the cells, 
and the edges, which represent the neighboring relations between cells, 
where triplets of neighboring cells are associated in each network 
triangle and each cell may belong to more than one triangle. An example 
of these intercellular networks is shown in Fig. 1. 

In order to characterize the intercellular network of each cell line in 
terms of size of the triangles and also heterogeneity, several features 
were extracted, namely, the areas, as well as the variation of distances 
(γdistance) and angles (γangle) of each triangle constituting the network, 
identified schematically in Fig. 2. 
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Figure 1: (a) Fluorescence microscopy image originated from 
cellular cultures of Chinese Hamster Ovary (CHO) cells 
transfected with vector encoding the wild type human E-
cadherin. (b)  Image (a) overlapped with the corresponding 
intercellular network. (c) Intercellular network of image (a). 
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3 Experimental Results 
All biological replicas of a given cell line (wild type or mutant), 

instead of each image, were assembled in all features analyzed. The 
results were plotted in normalized histograms in order to obtain a 
probability density function. A comparison between mutated and non-
mutated cells was performed by overlapping the histograms. Each green 
histogram in Fig. 3 refers to a distinct E-cadherin mutation, whose 
affected domain is identified in the upper scheme of the same figure. A 
statistical analysis of intercellular network results, based on the Mann-
Whitney U test [12], was subsequently obtained in order to verify 
statistically significant differences between cell lines with normal 
expression of E-cadherin and cell lines with aberrant expression of this 
protein. 

 

 

 

 

 

 

 

 

 
 

 
 

 
 

The obtained results showed that all mutated cell lines presented 
higher mean and standard deviation values of the network areas in 
comparison to the wild type cell line.  In all cases with mutations, the 
results obtained were statistical significant.  Therefore, the areas of the 
triangles extracted from the triangular network reflect loss of cell-cell 
adhesion in mutated cell lines.  

Interesting, we verified that the analysis of both γdistance and γangle 
metrics were accurate measures to evaluate the intercellular network 
heterogeneity in some cell lines. In R749W mutant cells, γdistance and 
γangle results are associated to more irregular meshes representing lower 
intercellular organization.  

Therefore, these findings suggest that mutant E-cadherin cells 
besides being more distant from each other due to loss of cell adhesion, 
the intercellular organization is also perturbed by the presence of 
abnormal expression of E-cadherin when compared to cells line with 
normal expression of this protein. 

4 Conclusions 
The proposed methodology disclosed statistically significant results 

regarding the distinction of mutated from non-mutated cell cultures 
through the analysis of the intercellular networks attained from DAPI 
staining FM images. 

The major advantage of the proposed technique regarding several 
others is the possibility to screen through an easy, costless and fast 
process mutated cell lines, using quantitative morphological parameters 
that can infer the cell adhesion status. The biological intercellular 
networks evaluated revealed significant results that would enable one to 
easily relate the analyzed features with the weakening of cellular 
adhesion, already verified through distinct in vitro tests for the mutations 
in study. 
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Figure 2: Centroids (A, B, C), distances (d1, d2, d3) and 
angles (a1, a2, a3) of each triangle constituting the 
triangular network, not necessarily in the order specified 
in the figure. 

Figure 3: Probability density function of the triangular network areas, γdistance and γangle 
metrics obtained from cellular cultures of CHO cells transfected with vectors encoding the 
wild type (in red) and mutant variants of human E-cadherin (in green). The curves in red and 
green represent the probability density estimate, based on a normal kernel function. 
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Abstract 
The accurate segmentation of the bone surface and the identification of the MCP 
capsule region remains a challenge in ultrasound image processing. In this article 
we aim to make a contribution to this problem by incorporating prior knowledge 
of the bone and joint regions anatomy into our segmentation algorithm. The log 
Gabor filter is used for speckle noise reduction and to extract ridge-like structures 
from the images, while the phase is left unchanged. After thresholding, scores are 
generated, based on the intensities and areas of the resulting regions, enabling the 
selection of the structure that best matches the bone. Finally, segmented joint 
bones are processed to calculate the initial seeds of the joint capsule region. 
Experimental results demonstrate the accuracy of the proposed segmentation 
algorithm. The mean pixel error between the automatic segmentation and the 
reference images were 4.4 pixel. The bone regions not segmented were, on 
average, 5.4%. 

1 Introduction 
Rheumatic arthritis is the main cause of impairment and pain in 
developed countries, which makes them a critical social, health and 
economic problem. Ultrasound is one of the recommended techniques 
for the assessment of inflammatory activities in soft tissues and in the 
bone erosion process, especially in the small joints of RA patients [1, 2]. 
The difficulties in the interpretation and acquisition of this kind of 
images, reduces its acceptance, which motivates the research and 
development of computer assisted decision solutions to help physicians. 

Ultrasound images are usually degraded by strong speckle noise, 
which appears as grain of different sizes and intensity. Wavelet 
shrinkage denoising is widely used for speckle noise reduction. As an 
example, wavelets based on complex valued log Gabor functions can be 
used to estimate noise in each scale. The noise threshold is estimated in 
each scale and then the magnitude of the filter vector response is 
calculated, while the phase is left unchanged [3]. 

Several methods were proposed to automatically extract bone 
surface [4, 5] and to quantify synovial inflammation from ultrasound 
images [6, 7]. The 2D log Gabor filter is used to estimate phase 
symmetry features from ultrasound images for the segmentation of bone 
surfaces [5].  

In this work we propose a new bone segmentation method. We use 
prior knowledge of the expected bone appearance in an ultrasound 
image. A new feature is introduced, that is the area covered by the meta- 

 
Figure 1: Observed anatomical structures 

carpal and phalange bone. The algorithm is designed which combine this 
feature with previously known features (intensity, shadow). An 
algorithm is proposed to address the intensity drop-off problem at the 
joint. Initial seeds were estimated to roughly segment the MCP joint 
region. The observed anatomical structures in an ultrasound images are 
illustrated in Fig. 1. 

The structure of the paper is organized as follows. Section II 
provides the methodology adopted in this paper. In section III we report 
the results that demonstrate the accuracy of the proposed algorithm and 
finally section IV concludes the paper with a discussion on the problem 
and our contribution to it. 

2 Methodology 
The work flow diagram of the full algorithm is shown in Fig. 2 

 
Figure 2: Overview of the Algorithm 

2.1 Pre-processing 
The log Gabor wavelets are efficient to suppress noise components 

from the noise [2]. Complex valued log Gabor wavelets are used that 
preserve the phase information. Denosing can be considered as a three-
step process.  

In the first step, the phase and amplitude information is calculated 
using the symmetric pair of continuous wavelet and log Gabor filters in 
quadrature at each scale. 

The second step determines the noise threshold. The magnitude of 
the filter response vector is estimated based on the calculated noise 
threshold at each scale. In this approach the shrinkage of the complex 
(real and imaginary part) valued wavelets response vector is considered. 

 
Figure 3: A) Original image B) Denoised Image 
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The smallest scale n is used because it holds the strongest noise 
response and the largest bandwidth. Finally, in each scale of the 
orientations, the value that exceeds the defined threshold is discarded as 
noise (See Fig. 3). 

2.2 Bone segmentation 
In the proposed algorithm, the bones are segmented based on their 

anatomy, which creates a specific response in ultrasound images [6]. As 
the bones are continuous structures, they produce long ridges with some 
specific thickness (regions with large areas).  

The top part of the image is cropped. This includes soft tissue and is 
very close to the transducer, which means no bones will be visible here. 
The intensity and shadow of the bone are used as a constraint to 
minimize the false positive and false negative detections. The results are 
multiplied by the filtered image to estimate the probability of the 
presence of a bone in an image pixel. Morphological operations are used 
to remove small discontinuities between close bone regions. All the 
detected regions are labeled and then the area, centroid and major axis 
length are calculated for each one. Finally, label areas are sorted by 
descending order and the two biggest regions are extracted. At this point 
we found that, the probability of these regions to be phalange and 
metacarpal is typically very high. 

The medial axis transform simplifies the shape of both segmented 
bones. The joint points are separated and used to detect regions that are 
closer to the bone. The algorithm separates the region of interest by 
using the joint points of metacarpal and phalange bone. The close 
regions are segmented in an iterative way. The distances between the 
metacarpal joint point and centroids of each region are calculated. Based 
on this distance, the closest region is selected and considered as the part 
of the bone. The selected bone centroid is then considered as an initial 
point and this procedure continues until other region is close enough. In 
this way the whole bone surface in an ultrasound image can be 
segmented. 

3 Result 

3.1 Material 
The proposed algorithm was tested on fifteen images, acquired with 

a GE Healthcare LOGIQ-S8. Images are from the MCP joint of the 
index finger with a size of (488\times761) in DICOM format and with a 
spatial resolution of 0,0531mm per pixel. The proposed algorithm was 
implemented with MATLAB R2013a, in a window-7 operation system. 
In order to validate our proposed algorithm the images were manually 
segmented by an expert. 

3.2 Bone segmentation results 
Figure 4 shows the obtained results with the proposed algorithm. 

The expert annotation is shown with red color and the automatic 
segmentation results are shown in green (Fig. 4). 

 
In the Fig. 4b it is clearly visible that the expert annotation is mostly 

overlapped by the automatic segmentation, which strengthens the belief 
that this is a viable approach to address this problem. The mean pixel 
error between the expert labeled data and the automatic segmentation is 
calculated in the Y-axis. In order to quantify the regions where the 
algorithm failed to segment the bone, we measure the bone region 
percentage not segmented. The mean, maximum, minimum and standard 
deviations were calculated (see Table. 1). The best results in terms of 
false positive and negative (soft tissues as bone, vice versa) were 
obtained in the clear images with detection rates of about 97%. Lower 
image quality compromises results since it may identify some irrelevant 
regions as a bone because of similar properties (intensity, area). Future 
work needs to improve this robustness to noise. 

 

 

 

 

 
Figure 4: Segmentation results of US image. (a) Original images (b) Red 

and green colors represent manual and automatic segmentation, 
respectively 

Table 1: Segmentation error 
Mean pixel error per exam (Pixel) 

Mean: 4.4 Max: 5.6 Min: 3.7 Std Dev: 0.6 

Bone region percentage not segmented (%) 
Mean: 5.40% Max: 23% Min: 1% Std Dev: 5.50% 

4 Discussion 
Results show that it is possible to segment bone and joint regions in 

metacarpophalangeal ultrasound images with reasonable accuracy, 
leading to the automatic estimation of relevant physiological parameters 
for computer-assisted decision systems. These initial results are obtained 
with a small set of images, and studies are underway to validate these in 
a larger dataset. 

The proposed algorithm shows that it is possible to achieve results 
similar to the ones obtained by an expert. Regarding the mean pixel 
error, results are very close an expert. The offsets measured are 
relatively small, around 3.7-5.6 pixel, and missing rates, were 
satisfactory; with minimum of 1% and maximum of 23% pixels missed. 
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Abstract

This short paper, briefly presents the probabilistic logic programming
language ProbLog and the system MetaProbLog. We present an exam-
ple Hidden Markov Model to illustrate the three main tasks of the sys-
tem. Furthermore, we mention some of the existing ProbLog applications
which are used to find connections/patterns in relational databases. Fi-
nally, we present an application that uses MetaProbLog for phonocardio-
gram classification which is used in order to diagnose heart diseases.

1 Introduction

Probabilistic Logic Programming (PLP) combines technologies from logic
programming, knowledge representation and reasoning and machine learn-
ing. Probabilistic models in our days are principled and a widely used
approach to deal with uncertainty. First order logic can elegantly repre-
sent complex situations involving a variety of objects as well as relations
among the objects.

MetaProbLog1 [6] is a framework of the ProbLog [3, 5] probabilistic
logic programming language. ProbLog extent Prolog programs by anno-
tating facts with probabilities. In that way it defines a probability distribu-
tion over all Prolog programs. ProbLog follows the distribution semantics
presented by Sato [9]. MetaProbLog extends the semantics of ProbLog by
defining a "ProbLog engine" which permits the definitions of probabilistic
meta calls [6]. MetaProbLog inference, currently allows the computation
of marginal probabilities with or without evidence. Furthermore, it allows
the computation of marginal probabilities for the answers of non-ground
queries.

MetaProbLog has three primary inference methods: exact inference,
program sampling and most probable explanation. The exact inference
method, uses state of the art knowledge compilation methods [2]; program
sampling, is a rejection sampling approach; and finally, the most probable
explanation inference uses a dynamic algorithm to find the most probable
explanation of a query.

2 Semantics

A ProbLog program T consists of a set of facts annotated with proba-
bilities pi :: p f i – called probabilistic facts – together with a set of stan-
dard definite clauses h : −b1, . . . ,bn. that can have positive and negative
probabilistic literals in their body. A probabilistic fact p f i is true with
probability pi. These facts correspond to random variables, which are
assumed to be mutually independent. Together, they thus define a dis-
tribution over subsets of LT = {p f 1, . . . , p f n}. The definite clauses add
arbitrary background knowledge (BK) to those sets of logical facts. To
keep a natural interpretation of a ProbLog program we assume that prob-
abilistic facts cannot unify with other probabilistic facts or with the back-
ground knowledge rule heads. Formally, a ProbLog program is of the
form T = {p f1, . . . , p fn}∪BK.

Given the one-to-one mapping between ground definite clause pro-
grams and Herbrand interpretations, a ProbLog program defines a distri-
bution over its Herbrand interpretations.

The distribution semantics are defined by generalising the least Her-
brand models of the clauses by including subsets of the probabilistic facts.
If fact p fi is annotated with pi, p fi is included in a generalised least
Herband model with probability pi and left out with probability 1− pi.

1MetaProbLog’s website: www.dcc.fc.up.pt/metaproblog

The different facts are assumed to be probabilistically independent, how-
ever, negative probabilistic facts in clause bodies allow the user to enforce
a choice between two clauses.

As such, a ProbLog program specifies a probability distribution over
all its possible non-probabilistic subprograms. The success probability
of a query is defined as the probability that the query succeeds in such
a random subprogram. ProbLog follows the distribution semantics [9]
proposed by Sato.

3 Example Program & Queries

The syntax of MetaProbLog uses logic programming, specifically Pro-
log, in order to be very expressive as a language and be able to describe
complex models. Next we present a small MetaProbLog program that
defines the Hidden Markov Model illustrated at Figure 1, the different
colors indicate the possible transitions from each state which are modeled
by annotated disjunctions2 in the program.

S1 S2

Noise

0.80

0.80

0.20                     0.20
          0.40 0.40         

0.20

Figure 1: The graphical representation of a 3 state Hidden Markov Model

Below follows the MetaProbLog program that models the Hidden
Markov Model of Figure 1.

0.80::trans(s1,s2,T1,T2);
0.20::trans(s1,noise,T1,T2) <- next(T1, T2).

0.80::trans(s2,s1,T1,T2));
0.20::trans(s2,noise,T1,T2) <- next(T1, T2).

0.40::trans(noise,s1,T1,T2);
0.40::trans(noise,s2,T1,T2);
0.20::trans(noise,noise,T1,T2) <- next(T1, T2).

0.20::start(noise,0);
0.40::start(s1,0);
0.40::start(s2,0) <- true.

signal(State, 0) :- start(State, 0).
signal(State2, T2) :-
trans(State1,State2,T1,T2),
signal(State1, T1).

next(T1, T2) :- integer(T1), !, T2 is T1 + 1.
next(T1, T2) :- integer(T2), T1 is T2 - 1.

For our example we use the term trans/4 to describe a transition
of the model from one state to another (first and second argument of the

2ProbLog’s syntax: P1::Choice1 ; · · · ; PN::ChoiceN <- Body, is used to
model exclusive choices with ∑P1 · · ·PN = 1.0. This construct is called annotated disjunc-
tion and two choices of an annotated disjunction can never be true at the same time.
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term), at a time to the next time (third and fourth argument of the term).
By composing an annotated disjunction with the appropriate trans/4
terms we compactly describe all the transitions our model can take. Fur-
thermore, the term start/2 is used to define the possible starting states.
Finally, the predicate signal/2 defines the infinite chain and dependen-
cies of the model.

MetaProbLog can ask queries about the probability distribution of
such a model. For example: we can ask what is the probability that at a
specific time we have a specific state (Query 1); we can ask what is the
conditional probability of a specific state using some prior knowledge like
the starting state of the model (Query 2); and finally, we can query what
is the most likely set of states that reach to a specific result (Query 3).

Below we present the three example queries and their results.

% Query 1: Probability of a state
?- problog_exact(signal(s1,5),P).

P = [0.4]

% Query 2: Conditional probability of a state
% with prior knowledge

?- problog_exact(signal(s1,5)/start(s1,0),P).
P = [0.23616]

% Query 3: Most probable explanation of a query
?- problog_mpe(signal(s1,5),Res).

Res = [0.131072/[start(s2,0)->true,
trans(s2,s1,0,1)->true,
trans(s1,s2,1,2)->true,
trans(s2,s1,2,3)->true,
trans(s2,s1,4,5)->true,
trans(s1,s2,3,4)->true]]

While the ProbLog language was introduced to answer statistical ques-
tions for relational models one can easy observe that the same question
could be addressed on patterns. For example: Query 3 could be asking
what is the most probable pattern of the model.

MetaProbLog is able to model all statistical graphical models such as
Hidden Markov Models, Bayesian Networks, Probabilistic Graphs. Fur-
thermore, any Prolog program could be extended with MetaProbLog to
use probabilities and take decisions with them.

4 Applications

ProbLog systems have found applications in many fields with most com-
mon examples to include:

• Link discovery in Biomine Alzheimer database [11]. Biomine
Alzheimer database is a real-world biological dataset of Alzheimer
genes which corresponds to a directed probabilistic graph of 11530
edges and 5220 nodes. ProbLog was used to discover relations
among genes and other biological properties [3].

• WebKB (http://www.cs.cmu.edu/~webkb) is a dataset from
a collective classification domain in which university webpages are
classified according to their textual content. ProbLog has been
used to learn the probabilities that two webpages are related and
to query the WebKB [4].

• The probabilistic Dictionary [12] is used to discover the probability
that two words have the same meaning. It includes around 250
different words from the English language and meanings for about
30 of them. Some words are related together according to their
semantic relatedness. This relation is marked with the probability
that the two words have the same meaning.

• ProbLog has also been used for robotic affordance model learning
by [8]. In this application ProbLog was successfully used to learn
a robotic task with multiple objects and complex spacial relations.

• Finally, ProbLog has been used to model Mobile Ad hoc Networks
and analyse Fadip [7], a Publish/Subscribe protocol for Mobile Ad
hoc Networks. ProbLog efficiently calculates the probability that
a message would be transmitted from one device to another in the
network, analysing statistics for the traffic and reachability of the
protocol.

Lately, the classification of phonocardiogram (PCG) signals has got
significant attention in the academic community [1]. Classifying PCGs
is both a challenging and an important task. Heart sounds are non-trivial
signals, since they might contain non-stationary noise, have artifacts and
murmur sounds. Heart sound auscultation techniques is one of the most
reliable and successful tools in early diagnosis used for potentially deadly
heart diseases, such as natural and prosthetic heart valve dysfunction or
even in heart failure. Therefore a computer-aided auscultation may allow
detection of diseases that are hardly recognized through the traditional
methods, for instance ischemic heart disease.

Recently, HMMs have being used for modeling and characterizing
real-world signals such as heart sound signals [10]. For future work, we
aim to model PCG signals as a HMM and use MetaProbLog to find the
most likely sequence of events (S1, S2, S3, S4, noise, murmur, etc.) and
finally, use our model in order to characterize real life segmented signals.
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Abstract 
Applying computer vision in meat quality evaluation has been an active area of 
research in recent years. Accurate segmentation of beef-marbling images plays an 
important role in making the correct decision on beef-marbling score in an 
automatic beef quality grading system. The purpose of this study is to develop a 
new segmentation method to correctly separate the fat flecks from the muscle in 
the rib-eye region in a beef image. This paper presents an automatic system for 
beef marbling measuring which is composed of discriminant threshold selection 
method and run length processing. From the experimental results, it has been 
confi rmed that the proposed system enables high quality grading of beef 
marbling, and robust region segmentation of the actual beef rib-eye image into 
lean and fat regions. 

1 Introduction 
The existing methods for meat quality classification rely heavily on 

visual evaluation of certain characteristics of the carcasses which 
according to the United States Department of Agriculture beef quality 
grading system, are the abundance of marbling, the colour of muscle and 
the skeletal maturity [7]. The features of longissimus dorsi (LD) colour, 
marbling and surface texture can be used to generate predictive models 
of eating quality parameters using classical statistical methods [3]. 

Marbling in beef is an important factor that influences taste, 
juiciness, tenderness and flavour [4] and it is often considered by 
consumers as the primary factor when buying meat in view of its 
contribution to sensory characteristics of meat [2]. Beef marbling is 
evaluated in terms of the content of fat and the distribution of fat 
particles. For current standards of grading beef quality, the beef 
marbling score is assigned from visual appraisal of the LD muscle. 
Generally a grader determines the grade of the marbling by visual 
inspection, which involves the collation of the actual carcass cross-
section with published standard photographs illustrating marbling 
abundance of each grade. Although graders are professionally trained, 
subjective evaluation often lead to inconsistencies and variations. 

The beef-marbling pattern is irregular, complex and varied. There is 
not clear bound between the lean region and the fat one. In spite of many 
researches accurate segmentation of beef marbling remains a 
challenging problem in automatically grading beef marbling by machine 
vision and image processing [1, 3, 6]. These evaluation methods do not 
replace the sensory evaluation, but allow a standardized methodology 
[2]. 

Chen and Qin [1] described a method for identifying the inter-
muscular fat streaks by thresholding based on a between-class variance 
method. It performs well both in relatively light and also in relatively 
dark images, and this has shown to be more robust than eight standard 
algorithms, including region growing, the Otsu method and maximum 
entropy thresholding. 

Jackman et al. [3] used Fuzzy C-means to split colour image into 
background, lean and fat. Then, they manually chose the threshold level 
to remove marbling pixels and eliminate any background pixels. All 
holes in LD image with 3 pixels or larger are considered as marbling. 

Relatively good segmentation results have been obtained by the 
clustering method, which can provide the segmentation of fat flecks 
from lean muscle regardless the image histogram as proposed by 
Subbiah et al. in [6]. The original image was segmented into red lean 
muscle, white marbling and blue background. A number of images 
contained partially buried marbling flecks, which led to an overestimate 
of the LD muscle as the pink pixels were not classed as marbling. A 
thresholding operation was performed to remove those pixels from the 
LD image. The reflection of any connective tissue surrounding the LD 
of the muscle folds inwards were removed manually. 

However, clustering analysis is an iteration process that has the 
disadvantages of being time-consuming and of low efficiency compared 
to the method based on thresholding. In order to reduce computation 
time, some efforts have been made to reduce the dimensionality of the 

original image. For instance, Subbiah et al. [6] reduced the image size 
by down sampling and Pang et al. [5] reduced the dimensionality of the 
original image by resampling. 

In this paper we propose a computer vision framework that can be 
used in beef quality evaluation. The key idea is to measure the 
percentage of marbling in the muscle to obtain a beef quality evaluation 
system. 

The paper is organized as follows: In “Materials and Methods,” the 
proposed computer vision framework and the experiments are explained. 
In “Results and Discussion,” the results obtained in several experiments 
are shown. Finally in “Conclusions” some concluding remarks are 
given. 

2 Materials and Methods 
The proposed framework used to design automatically a computer 

vision system for beef quality evaluation consists of five steps: 
1. Image acquisition: A digital image of the beef under test is 

taken.  
2. Pre-processing: The digital image is improved in order to 

enhance the details. 
3. Segmentation: The region of interest (LD muscle) is found and 

isolated from the background of the scene. 
4. Feature extraction/selection: Significant features of the beef are 

extracted in order to isolate the muscle and the marbling. 
5. Classification: The extracted features are measured 

automatically in order to evaluate its quality. 

2.1 Data Acquisition 
Samples were obtained from carcasses in Terra Fria Carnes 

slaughterhouse. The materials included 83 cross sections in the standard 
location for measuring marbling. 

All sample images were captured under the slaughter house artificial 
illumination. A removable pan with a white surface was used to position 
the steak in the camera field-of-view. The flash unit in the digital camera 
was not used because the light reflectance on meat surface lead to 
brightness errors. 

2.2 Proposed Method 
The process for checking beef marbling by image analysis can be 

largely divided into two sub-processes, based on the process of visual 
inspection performed by the graders. The initial process is to segment a 
cross-sectional image of beef carcass rib-eye into lean and fat regions. 
The second is to quantify features of beef marbling which are then used 
to estimate the beef quality. 

The image pre-processing refers to the operation separating the rib-
eye from the background. This is a necessary procedure for the 
segmentation of marbling, which is composed of several operations such 
as thresholding and morphological operation. As the images have a very 
complex background, it was decided to make a cut on the original 
images in order to reduce most objects of the background obtaining 
simpler and easier images to segment. 

Since there are different light conditions among image acquisition 
tasks, we used the Lab colour space to calibrate the brightness of the 
images. In order to segment the LD muscle and extract the background 
we use an optimal linear combination of the RGB colour components 
with a threshold technique 80, 60, 120R G B   . Then, we 
applied morphological operations to correct the marbling regions as 
presented in Figure 1. We began with a close operation with a disk of 10 
followed by a hole filling operation obtaining the region of interest.  

After the segmentation of the region of interest area, the next step 
was to achieve the segmentation of the beef, in order to separate the 
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muscle without marbling from the total fat existing on the piece of meat. 
This operation was carried out applying morphological operations to 
segment the muscle from the intermuscular fat as shown in Figure 2. 

 
Figure 1: Extraction of the region of interest from the background. 
 

Figure 2: Extracted features: a) piece of beef; b) the muscle with 
marbling; c) the muscle without marbling; d) the total fat in a piece of 
beef; e) the intermuscular fat; f) intramuscular fat (marbling). 

We obtained the total fat in the beef through a threshold technique 
based on the green component of RGB image (Figure 2.d). We removed 
marbling using morphological operations (Figure 2.e). In order to obtain 
the marbling Figure 2.f), we subtracted the image presented in Figure 
2.e) from the beef image.  

3 Results and Discussion 
Figure 3 shows an example of the segmentation between the largest 

LD muscle area and its marbling.  

 

Figure 3: Left: original muscle image; middle: LD muscle image; right: 
marbling fat image. 

To obtain the percentage of marbling we compared the marbling in 
each muscle with the total area of the muscle, as presented in Table 1. 

Table 1: Percentage of marbling in the muscle of Figure 3. 

Muscle LD Muscle Marbling  
100% 98.12% 1.88% 

We conducted our experiments using the proposed segmentation 
algorithm on the 83 sample images. Although the algorithm produce 
good results in most of the images in some of them it gives higher 
marbling percentage than it really exists in the beef. A reasonable 
explanation is that the moisture on the surface of beef rib-eye will cause 
reflection of light under a good lighting condition affecting to a degree 
the image processing which will be considered as marbling. 

4 Conclusions 
Image processing methods such as grey-scale transformation, 

contrast enlargement, morphological operations and binary 
segmentation, were used to process the image to effectively extract the 
rib-eye area of the cattle. 

From the experimental results it has been confirmed that the 
proposed system enables high quality grading of beef marbling and 
robust region segmentation of the actual beef rib-eye image into lean 
and fat regions. 
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Abstract 
The number of colonies in a culture is counted to calculate the concentration of 
bacteria in the original broth; however, manual counting can be tedious, time-
consuming and imprecise. Automation of colony counting has been of increasing 
interest for many decades, and these methods have been shown to be more 
consistent than manual counting. Significant limitations of many algorithms used 
in automated systems are their inability to recognize overlapping colonies as 
distinct and to count colonies on the plate boundary. This study proposes an 
interactive semi-automated counting system and a fully automated counting 
system using image processing methods which overcomes these problems. The 
proposed systems are capable to reduce the manpower and time required for 
counting colonies while taking account colonies both around the central area and 
boundary areas of a Petri dish. The results obtained are compared with other 
methods found in the literature. 

1 Introduction 
Bacterial culturing on solid agar plates (Petri dishes) is a 

fundamental process in microbiology, which is widespread for clinical 
laboratory exams, environmental control, food and beverage safety 
assessment. 

The number of colonies in a culture is usually counted manually to 
calculate the concentration of bacteria based on the assumption that each 
colony has raised from one single bacterium (colony forming unit, 
CFU). However, this process is time-consuming (sometimes, the human 
who counts the colonies need to realize the procedure during many 
hours or even days), tedious (it is a monotonous procedure) and error 
prone (with the fatigue, the human being has more tendency to not do 
the right evaluation). The counting results obtained depend on the 
human conducting the count. This variability is one of the sources of 
error in the colony counting process that, along with methodological 
differences between different laboratories or even within a laboratory, 
can result in considerable fluctuations in results [1]. Due to this, for 
cultures with high density of colonies, manual counting mostly uses 
estimation methods, making an extrapolation from a small section of the 
Petri dish. Automating  the  detection,  counting  and  analysis  of  CFU  
offers  significant  benefits  to eliminate  the  risk  of  subjectivity, bias 
and human  error,  increasing  speed  and  accuracy,  and  delivering  
unprecedented  data  archiving  and  retrieval capabilities. 

Most automated counting systems perform adequately when the 
colonies are well spaced, large, circular in shape and with good contrast 
from the background. When these assumptions are violated, most 
automated colony analysis systems can rapidly lose reliability, accuracy 
and utility. These obstacles include the need to handle confluent growth 
or growth of colonies that touch or overlap other colonies; the 
identification of each colony as a unit in spite of differing shapes, sizes, 
textures, colours, light intensities; the exclusion of colonies around 
periphery of the plate reducing statistical accuracy. 

To address the above problems, the goal of this study is to design 
and implement a cost-effective, software-centred system that accepts 
general digital camera images as its input, for detecting as well as 
enumerating bacterial colonies in a fully automatic manner. An 
interactive semi-automatic system is also proposed to overcome any 
error from fully automatic system. The proposed systems are capable to 
reduce the manpower and time required for counting colonies while 
producing correct colony counting. 

2 Methods 
In this study, we use a database of images available from [2] that 

contains 21 different images of bacterial cultures. 
First, the original image is pre-processed in order to remove noise 

artefacts and to identify the dish area. The RGB image (colour images), 
shown in Figure 1, was converted into greyscale images. To remove the 

background, a mask was created from the original image and multiplied 
by the greyscale image. 

 
Figure 1: Original image, retrieved from Chiang’s database [2]. 

The second step of the method was to separate the central area of the 
Petri dish from the rim area. The greyscale image, in Figure 2(a), shows 
that the background of the central area is lighter than the surrounding of 
the rim area. Therefore, the central area, Figure 2(b), and the rim area, 
Figure 2(c), can be separated using thresholding processes.  

     
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 2: a) Original image; b) Central area; c) Image of the rim area; d) 
Colonies detected in central area; e) Colonies detected in the rim area; f) 
Sum of all detected colonies.  

To obtain the Figure 2(d), a morphological close operation was 
applied, using a radius capable of cleaning the colonies from the central 
area. This image represents only the background from the Petri dish and 
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was subtracted by Figure 2(a). The final result in Figure 2(d) is an image 
where, supposedly, appears only the colonies.  

To extract the colonies from the rim area was applied the bottom-hat 
transform. Then, knowing that the rim is longer and narrower than the 
colonies, some characteristics of the objects were calculated to obtain 
only colonies in the image, Figure 2(e). The Figure 2(f) represents the 
sum of the colonies of the central area and the colonies of the rim area. 

In the next step, we obtained the area and eccentricity of each 
colony of the segmented image (Figure 2(f)). If an object has an area 
equal or smaller than the mean area of all the objects and an eccentricity 
lower 0.5 it is considered as an isolated colony, if not, it is considered as 
an overlapped colony. 

The two methods (automatic and semi-automatic) use the same code 
to count the single colonies. It was applied the same method (to count 
colonies) used by Brugger [3], where a Bayes classifier is applied to 
count the final number of bacterial colonies. A Bayes classifier is a 
simple probabilistic classifier based on applying Bayes theorem. 
Geometric properties, such us ratio between major and minor axis length 
of the group are used to verify the number of colonies contained on the 
image. 

2.1  Automatic Method 
 To separate the clustered colonies it was used the watershed 

operation that computes a label matrix identifying the watershed regions 
of the input matrix, which can have any dimension. The elements 
obtained are integer values greater than or equal to 0. The elements 
labelled 0 do not belong to a unique watershed region. These are called 
watershed pixels. The elements labelled 1 belong to the first watershed 
region, the elements labelled 2 belong to the second watershed region, 
and so on. 

Although the watershed operation worked well to objects with few 
colonies, Figure 3(a), when the cluster has an aggregation of colonies, 
the watershed do not divide it uniformly, Figure 3(b). To overcome this 
issue, the mean area of all the unit colonies on Figure 2(f) was 
calculated. Thus, the larger areas, such as shown in Figure 3(b), were 
divided by the mean area obtained previously. These results were added 
to the count of watershed operation, and then added to the count of 
colonies.  

(a) (b) 

Figure 3: Results of the watershed transformation. 

2.2  Semi-automatic Method 
In the semi-automatic method, the algorithm counts all the separated 

colonies identifying them with the green colour, as shown in Figure 4 
(a). The user marks each overlapped colony with a yellow point by 
clicking the mouse over the colony, or in the cluster of colonies, and 
decides how many colonies are in the clustering, as shown in Figure 4 
(b). This number is then added to the number of isolated colonies, 
yielding the total number of colonies in the Petri dish.  

 

 
(a) 

 
(b) 

Figure 4: (a) Beginning of semi-automatic method, where the colonies 
on green are counted; (b) Result of semi-automatic counting, where the 
yellow points show the user’s mouse clicks; 

3 Discussion and Conclusion  
To evaluate the performance of the two proposed methods, 21 

images of colonies in Petri dishes were used. These images were 
counted automatically by the proposed systems and also manually by 
Biomedical Engineering students. The results obtained were compared 
with others 3 automatically counting systems (NICE [4], Clono Counter 
[5] and Chiang et al. method [2]). 

The statistical results of the proposed systems were calculated after 
the automatic and semi-automatic counting. The statistical results of the 
systems NICE, Clono Counter and Chiang were obtained from [2]. The 
statistical results of precision, recall, F-measure and absolute percentage 
error (APE) comparing the methods are presented in Table 1. 

 Analysing the results of the automatic method, the value of 
precision is greater when comparing to the other three methods but the 
value of recall is the worst. The value of F-measure is greater than the 
value of Clono counter and worse than the other methods. Relatively to 
the APE, the automatic proposed system is 16,414% bigger than Chiang 
(3,37%) and NICE (7,2%) and smaller than Clono Counter (24,94%). 

 
Table 1: Comparative results of precision, recall, F-measure and APE. 

Method Precision Recall F-measure APE (%) 
Automatic  0.99 0.85 0.91 16.41 
Semi-automatic 0.99 0.99 0.99 0.79 
Chiang 0.96 0,96 0,96 3.37 
NICE 0.96 0,91 0,93 7.2 
Clono Counter 0.79 0,95 0,85 24.94 

Regarding the semi-automatic proposed system the results are better 
than all the existent methods. The statistical results obtained in this 
method (precision, recall, F-measure and APE) are close to perfection. It 
happens because even if the first phase of the semi-automatic method 
misses one colony, the interactive phase compensates this gap. 

Comparing the aforementioned methods, the semi-automatic 
proposed method presents the best results. 
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Abstract

Breast cancer is a disease that affects 1 in 10 women in Europe at some
point in their lives. The 10-year survival rate after treatment is now ex-
ceeding 80% and Breast Conservative Treatment (BCT) has similar rates
to traditional full breast removal (Mastectomy) while providing better aes-
thetic results. A fundamental task for this localized approach concerns the
accurate detection and classification of potential cancerous tissues based
on radiologic imaging. This paper describes various techniques and ap-
proaches towards this problem.

1 Introduction

Breast conservative surgery (BCT) is a breast cancer treatment option that
tries to alleviate surgical results by combining Lumpectomy (local exci-
sion) with some form of radiation treatment, to avoid further cancer oc-
currence. This approach shares similar survival rates as Mastectomy (full
breast removal). However, in BCT approximately 30% of women receive
a suboptimal or poor aesthetic outcome.

An accurate identification of a tumorous mass is essential to predict
the tissue to excise and/or transfer and thus, influences surgical planning.
To this end, further study has been conducted on mass detection on radio-
logical images. X-ray mammography, ultrasound and magnetic resonance
(MRI) are the most widely accepted imaging techniques, each having
their known advantages and limitations. These range from affordability,
cancer under and overdetection rates to accurate mass location and ease
of reproducibility. It is reported that certain types of cancer are only vis-
ible in certain imaging modalities. This means that there is an increased
ability to detect a tumor if multiple imaging techniques are used, instead
of regular mono-modal screening. However, due to several constraints,
getting patients to undergo more than one exam is not always feasible.

Even though there have been relatively recent developments in breast
imaging, namely Breast Tomosynthesis, Automated Whole Breast Ultra-
sound (AWBUS) and Ultrasound Computer Tomography (USCT) , this
contribution will primarily focus on what is achievable using the conven-
tional X-ray Mammography, MRI and Ultrasound techniques.

For obvious reasons, a single article is not able to review with detail
all existing methods, however we hope that the references provided will
cover the majority of significant work and steer researchers towards what
has been done in the field. Our research goal is to develop breast mod-
els, combining medical imaging results according to exam availability, in
order to detect more accurately breast tumors.

2 Single Modality Approaches

The majority of cancer detection approaches based on medical imag-
ing search for suspicious regions image by image, in a 2D uncorrelated
approach. In the case of X-ray Mammography, this is mainly due to
the generic two-image acquisition protocol. For two distinct directions
(mediolateral-oblique - MLO, and cranio-caudal - CC), the breast is highly
compressed within two plates and an X-ray photography is taken. This
imaging protocol seldom overlooks lesions since these can be concealed
behind fibrous tissue. This, combined with the compressive nature of the
exam, makes direct 3D reconstruction unfeasible. For MRI however, sev-
eral images are taken across the torso and analyzed slice-by-slice. For
Ultrasound imaging, depth images are taken across the breast towards the
chest wall. Among the three, this is the least repeatable exam since, the
combination of manual variable breast compression and sensor position,
cannot be accurately reproduced.

2.1 X-ray Mammography

One of the initial tasks, usually performed on MLO view, Mammography
lesion detection is the removal of the Pectoral Muscle. This task may be
required because the muscle generally appears as a high intensity region
on the mammogram and thus, might interfere with the lesion detection
algorithms. In particular, the breast’s parenchyma and lesions tend to also
appear as high intensity structures.

The pectoral muscle appears at the top left or right corner and usually
shares a variable length, fuzzy border with the breast portion of the image.
The most basic impulse is to use Otsu’s method to segment the intensi-
ties and obtain the connected components corresponding to the muscle.
A more general approach consists of using this coarse thresholding, then
detecting edges, growing the border contours and growing the pectoral
muscle region. The path between two endpoints at the edges of the image
can be optimized. Similarly, the shortest path is found considering the ra-
dial profile of the gradient, by treating the pectoral muscle as a round-like
object. Despite these efforts, tumor cells can also appear in the pectoral
muscle region and thus, many researchers overlook this task.

As in most image processing and classification problems, lesion de-
tection approaches have more or less converged towards a generic method
pipeline. This consists of four phases: pre-processing, feature extraction,
feature set recombination and selection and, finally, the classification.

In the pre-processing stage, several filtering approaches can be use to
enhance and transform the image, such as performing intensity expansion
(w(x,y)α ) on Wavelet space and converting back to image space.

Feature Extraction consists of acquiring pixel or window-wise im-
age descriptors that characterize them. Currently, several types of im-
age descriptors have been studied: Intensity based and Statistical features
such as mean, standard deviation, skewness and kurtosis; Texture based
(GLCM, LBF); Morphological and Shape descriptors; Optical Density;
Gabor filter bank responses; Fractal and Ranklet features.

The total set of these features are far more than what is tractable with
a limited computer in limited time. Thus, researchers usually pick a subset
that presents the best change to accurately discern benign from malignant
behavior. This can be done with Recursive Feature Elimination or Best
First Search, trying to optimize some criteria for example, Information
Gain or Mutual Information. Feature Correlation and Linear Discrimi-
nant Analysis also helps to decide which seem redundant. Furthermore,
some techniques enable feature set reduction while also transforming it.
Principal Component Analysis (PCA) and Independent Component Anal-
ysis (ICA) recombine the feature set, either by finding the best feature
space representation or the features’ non-Gaussian subcomponents, en-
abling a posterior, more relevant selection.

In the last stage, the remaining features are feed to classifiers such
as Decision Trees, Naïve Bayes, K-Nearest Neighbors, Artificial Neural
Networks (ANN), Support Vector Machines (SVM) in order to decide the
result for that set of pixels. These models are generally first trained with
ground truth data, for instance features extracted from regions with known
benign or malignancy, providing examples to follow. In addition to the
use a single classifier, combined classification schemes were developed
namely, applying several similar or different classifiers and subjecting
them to a weighed voting scheme (Emsembles: Bagging, Boosting).

There are also region-based approaches, that do not immediately try
to find suspicious regions through clustering. For instance, Rouhi et al. [4]
first tries to locate possible cancerous regions with Region Growing, with
thresholds learned by a Neural Network, or segmented by a Cellular Neu-
ral Network, whose parameters are obtained by Genetic Algorithms. Only
after this task, are the features obtained for the classifier to decide the be-
nign or malignancy of the detected object.

There has been extensive work in X-ray, mainly because it is the old-
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Figure 1: From left to Right: X-ray Pectoral Muscle Detection, X-Ray Mass Detection (two images), MRI Nipple Detection, DCE-MRI Contrast
Analysis, Ultrasound Object Detection (two images).

est of the imaging methods, it is a relatively inexpensive exam and pro-
duces good enough results to be considered the lead screening test. Other
advancements earlier than 2010, can be found in Oliver et al. [2] and the
performances of more recent studies are compared in Tai et al. [5].

2.2 Magnetic Resonance Imaging

The modality with most morphological information is the MRI. With this
imaging technique, a 3D representation can easily be formed from the 2D
evenly spaced scans. As opposed to the view compressed mammography,
MRI makes possible to discern the various breast structures. Most times
several complete scans are performed using contrast material (Dynamic
Contrast Enhanced MRI, or DCE-MRI) making way for simpler algorith-
mic approaches for lesion detection and classification.

Some approaches employ directly the pixels, or voxels (eg. intensity
of neighborhood pixels as input of ANN), while others obtain descriptors
that will be feed to the classifiers [1]. Many researchers report calculating
time-intensity features when approaching DCE-MRI, such as variations
of pixel/voxel-wise time-intensity curve. Others simply consider the local
intensity increasing above a fixed or adaptive threshold, to be identified
as suspicious, or even use the image/3D matrix obtained from subtract-
ing the post-contrast to the pre-contrast information as input for feature
extraction.

2.3 Ultrasound Imaging

Some effort has been devoted to pre-processing since Ultrasound gen-
erates very noisy images. The methods range from regular filtering to
Wavelet techniques and Compounding (spacial) approaches.

For lesion segmentation, Active Contours, Markov Random Fields
and Region Growing have been used. Classification approaches are also
applied. Features of interest generally comprehend Texture and Mor-
phological characteristics, along with Descriptor features such as Echo-
genecity and Distortion Echogenic Halo. In terms of classifiers, Linear
Discriminant Analysis (LDA), Logistic Regression, SVM and ANN are
frequently reported. Further details can be found in Rose and Allwin [3].

3 Multi-Modality Approaches

To improve mass detection accuracy other methods have been recently
developed that combine information of X-ray Mammography and MRI.
This combination generally comes in the form of registration, or fusion,
where the almost uncompressed 3D breast model, obtained from an MRI,
is virtually deformed until it presents the shape it would have when com-
pressed for a given view of the Mammography exam. After that, the MRI
information is projected onto the X-ray image and methods similar to
those mentioned for the mono-modal can be coupled together.

Naturally, in order to produce the registration, one needs to define
key regions in both modality spaces so that to properly align them. Con-
cerning images from X-ray, the most common regions segmented consist
of the nipple region, the breast limits (skin) and, in the case of the MLO
view, also the pectoral muscle. MRI directly deals with 3D information
and presents richer morphological detail, namely other organs, muscles,
and bones. For breast cancer oriented studies, the segmentation structures
of interest usually are similar to X-ray (3D equivalent), and may include
the distinction of fatty and fibroglandular tissue.

Considering current 3D model technological options, some work has
been developed on parametric model of the breast in which some models’
physical properties are more transparent, though deformation manipula-
tion becomes less intuitive, namely through paraboloid primitives; while
others are less transparent but more intuitive concerning deformation ma-
nipulation, as using Non-Uniform Rational Basis Spline (NURBS).

There are also models derived directly from the variations of breast
morphology. PCA has been used to compute generic external breast mod-
els which can be easily adapted to personalized information by altering
the values of the major principal directions, or eigenvectors.

For physically accurate simulation, the Finite Elements Method (FEM)
has been considered for emulating the exterior deformations of the skin
and for modeling the breast interior, using different physical mechanics.
However, regular FEM approaches have simulation time constraints in
order to obtain their accuracy and need to be simulated off-line.

The majority of research on multi-modal, X-ray-MRI registration,
concerning mass detection on the projection, has focused on one modeling
technique, FEM. However, the approaches might differ somewhat. Some
just use the pre-detected landmarks and try to find the transformation nec-
essary to align the two modalities. Other researchers optimize this trans-
formation and projection using fat and fibroglandular tissue shape. The
MRI projection ("X-ray attenuation") makes possible to segment these
keypoints in a similar fashion to the actual X-ray counterpart and the
goodness of the comparison of these regions between both modalities be-
comes an optimization criteria. Another approach is to precisely measure
the deformation that occurs within the breast during the X-ray exam com-
pression. They measured the change in position of several landmarks in-
side a phantom of a breast that underwent a regular X-ray mammography
exam. With this information, they can obtain the transformation model
and can deform the MRI 3D model towards the X-ray view.

4 Conclusion and Future Work

According to the current literature, automatic lesion detection and classi-
fication has gone a long way since its inception and many research suc-
cesses have been achieved. However, there is still some room for im-
provement concerning mass false detection. To this end, recent studies
have focused on combining X-ray Mammography and MRI information.

Our goal is to continue to pursue this concept of multi-modality con-
tribution and to continue to improve mass detection and classification re-
sults. We will study further non-cancerous regions of interest so to aid
the registration task, registration methods less computationally expensive
than FEM and also the possibility of including Ultrasound imaging infor-
mation to the already accomplished X-ray-MRI space.
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Abstract

We propose a method for detection of outliers in Ultrasound images, by
using blind image inpainting for the Rayleigh and multiplicative speckle
noise model. Blind inpainting produces an estimate of the image as well
as an estimate of the sampling mask which indicates which pixels are
missing or corrupted. A logarithmic transformation is applied to convert
the multiplication between the image, the binary mask, and the Rayleigh
distributed speckle noise into an additive problem. The image and mask
terms are then estimated iteratively with total variation regularization ap-
plied on the image, and ℓ0 regularization on the mask term which imposes
sparseness on the support set of the missing pixels. The resulting alternat-
ing minimization scheme simultaneously estimates the image and mask,
in the same iterative process. Experimental results show that this method
when applied on the RF image of the carotid artery without loss of pixels
led to an outlier map which delineates clearly the lumen, and can therefore
be applicable for segmentation.

1 Introduction

Ultrasound images are corrupted by speckle noise, which results from in-
terference patterns. It has been shown that the observed ultrasound Radio
Frquency (RF) image can be well approximated as an element-wise mul-
tiplication between the image pixels which represent the morphological
structure of the organ being imaged, and the speckle field [9]. Despeck-
ling methods seek to reduce the speckle noise and make the morpholog-
ical structures more clearly visible. The spiky component of the speckle
is modelled as outliers which do not fit in the statistical distribution as-
sumed, for example Rayleigh. In [9], an outlier shrinkage step is applied
on the log transformed image to eliminate these outliers. An adaptive
window method to compute local statistics and to discard local extrema
and replace them by average values based on the local statistics, on the
B-mode image was proposed in [13].

Image reconstruction and inpainting methods for multiplicative noise
generally require the pixel locations of the outliers to be known and there-
fore cannot be applied to estimate the pixel values at the locations of the
outliers. In [3], a new method for blind image inpainting was proposed,
which estimates the values of pixels which are missing or corrupted with
impulse noise, when their locations are unknown. This method was also
extended to non-additive and non-Gaussian noises. In this chapter, we
review this method for the case of Rayleigh multiplicative speckle noise,
and show that applying it on an Ultrasound image of the carotid artery can
be useful for segmentation of the lumen.

2 Proposed Method

The image to be estimated has n pixels and is represented as a vector, say
in lexicographic ordering, x ∈ Rn. Let m < n be the number of observed
or uncorrupted pixels. Observing a partial set of m pixels out of n can be
represented as an element-wise multiplication of the image with a binary
mask in which all but m pixels are zero. This process is represented as a
multiplication of the vector x with a size n×n identity matrix A with the
respective diagonal elements corresponding to the (n−m) missing pixels
set to zero.

For multiplicative noise, the mapping from x to the partially observed
image y is given by y = A(x.ηS),where the speckle noise term ηS is
Rayleigh or Gamma distributed, and the multiplication is element-wise.
Multiplying a pixel whose value is 0 will always lead to the corresponding
observed pixel being equal to 0 as well. Therefore, we interchange the
order of the noisy observation and masking so that our observation y is
the result of observing the masked image Ax under the noise model. The
observation model changes to, y = (Ax) .ηS.

For the Rayleigh multiplicative noise, the data fidelity term is,

Jr(y,Ax) =
n

∑
i=1

(
y2

i
2(aixi)

+ log(aixi)

)
. (1)

In (1), there appears a term with the product (aixi) and a term in-
volving its logarithm. Therefore, we can work with the log transformed
variables u = logx, and v = loga. Thus (1) changes to

Jr(y,u,v) =
n

∑
i=1

(
y2

i
2

e−(ui+vi)+ui + vi

)
. (2)

We now formulate our optimization problem, with TV regularization
on u and ℓ0 regularization on v. The data fidelity term J(.) is changed
accordingly. The estimation problem is,

(û, v̂) = argmin
u,v

J(y,u,v)+
λ1

2
TV (u)+

λ2

2
∥v∥0, (3)

where TV (.) is the isotropic total variation [12] and ∥.∥0 is the ℓ0 norm.
Since (2) involves the sum of a linear term and an exponential term, it

is non-separable for u and v. Therefore we need to use variable splitting
[5] to be able to use the Augemented Lagrangian/Alternating Direction
Method of Multipliers (AL/ADMM) to solve (3). We therefore introduce
two auxiliary variables z and w to act as the arguments of the TV and ℓ0
regularizer terms respectively, leading to the constrained problem,

min
u,v,z,w

J(y,u,v)+ λ1
2 TV (z)+ λ2

2 ∥w∥0

subject to u = z,v = w. (4)

Using the augmented Lagrangian [8, 11], this problem can be shown
to be equivalent to the minimization problem,

min
u,v,z,w

J(y,u,v)+
λ1

2
TV (z)+

λ2

2
∥w∥0+

+
µ1

2
∥u− z−dz∥2

2 +
µ2

2
∥v−w−dw∥2

2,

(5)

where µ1,µ2 ≥ 0 are the penalty parameters, and dz,dw are the so-
called Bregman update vectors [7]. This problem is split into four prob-
lems at each iteration by gathering all the terms in each variable, and
solving for each by keeping the others fixed. Thus, the AL algorithm it-
erates between minimizing the objective function in (5) with respect to f
and u, leading to a Gauss-Seidel process (for more details, see [1, 2, 6]
and the references therein) which at iteration t is summarized as,

u(t+1) = argmin
u

Jr(y,u,v(t))+
µ1

2
∥u− z(t)−d(t)

z ∥2
2 (6)

v(t+1) = argmin
v

Jr(y,u(t),v)+
µ2

2
∥v−w(t)−d(t)

w ∥2
2 (7)

z(t+1) = argmin
z

µ1

2
∥u(t)− z−d(t)

z ∥2
2 +

λ1

2
TV (z) (8)

w(t+1) = argmin
w

µ2

2
∥v(t)−w−d(t)

w ∥2
2 +

λ2

2
∥w∥0 (9)

d(t+1)
z = d(t)

z + z(t+1)−u(t+1),

d(t+1)
w = d(t)

w +w(t+1)−v(t+1).

The ℓ2-TV denoising problem (8) is solved using a few iterations of
Chambolle’s algorithm [4] and the ℓ2-ℓ0 regularized denoising problem
from (9) is solved using the hard threshold. The problems involving Jr(.),
(6) and (7) can be solved approximately using a few iterations of Newton’s
method [10].
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3 Experimental Results

All experiments were performed on MATLAB on an Ubuntu Linux based
server with 64 GB of RAM. We applied our blind inpainting method on an
RF ultrasound image to determine which pixels were statistically within
the distribution and which ones had values that did not fit with it. The
results obtained with the transversal and longitudinal images of the carotid
artery are presented in figures 1 and 2, respectively.

In the estimated outlier maps in figures 1(c) and 2(c), the white pix-
els represent the mask pixels estimated incorrectly, i.e., the result of a
binary exclusive or (XOR) operation against the value one. Comparing
these outlier maps with the respective RF and denoised images, it can be
seen that the greatest concentration of outlier values is in the regions that
correspond to the lumen. We also present the histograms for the speckle
noise field computed by elementwise division of the observed image, by
the denoised image η̂ = y/x̂.

In figures 1(d) and 2(d), we present the histograms for the noise field
over the pixel locations that are considered statistically valid, compared
with the analytical probability density function for the Rayleigh distribu-
tion with parameter equal to one. For the transversal image, the Kullback-
Leibler (KL) divergence between the histogram and the analytical distri-
butions was found to be 0.074, with 13.92% of pixels labelled as outliers.
Over the pixels marked as outliers, the KL divergence with respect to the
analytical Rayleigh distribution increased to 2.49. For the longitudinal
image, 21% of the pixels were marked as outliers, and the KL divergences
with respect to the analytical Rayleigh PDF were 0.132 over the set of sta-
tistically valid pixels, and 3.67 over the outliers. The difference from the
analytical curves can be seen in figures 1(e) and 2(e).
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Figure 1: Blind inpainting applied on Ultrasound image to detect outliers:
(a) transversal RF image of carotid artery, (b) denoised image; (c) posi-
tions of detected outliers; (d) histogram of speckle at valid pixels, com-
pared with the Rayleigh distribution; (e) histogram of speckle at outlier
positions, compared with the Rayleigh distribution.

4 Conclusions

We have applied blind image inpainting for the Rayleigh speckle noise
model, to detect which pixels in Ultrasound images do not follow the ex-
pected statistical distribution. It was experimentally found for images of
the carotid artery without loss of pixels, the pixels detected as outliers cor-
responded roughly to the lumen. Based on the results obtained with real
ultrasound images, current and future research includes using the estima-
tion of masks to help in obtaining optimal sampling patterns. A robust
mathematical formulation for the segmentation problem is the subject of
current and future research.
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Figure 2: Blind inpainting applied on Ultrasound image to detect outliers:
(a) longitudinal RF image of carotid artery, (b) denoised image; (c) posi-
tions of detected outliers; (d) histogram of speckle at valid pixels, com-
pared with the Rayleigh distribution; (e) histogram of speckle at outlier
positions, compared with the Rayleigh distribution.
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Abstract

Fingerprint liveness detection methods have been developed as an attempt
to overcome the vulnerability of fingerprint biometric systems to spoof-
ing attacks. Traditional approaches have been quite optimistic about the
behavior of the intruder assuming the use of a previously known material.
This assumption has led to the use of supervised techniques to estimate
the performance of the methods, using both live and spoof samples to train
the predictive models and evaluate each type of fake samples individually.
Additionally, the background was often included in the sample represen-
tation, completely distorting the decision process. Therefore, we consider
that an automatic segmentation step should be performed to isolate the
fingerprint from the background and truly decide on the liveness of the
fingerprint and not on the characteristics of the background. Also, we ar-
gue that one cannot aim to model the fake samples completely since the
material used by the intruder is unknown beforehand. We approach the
design by modeling the distribution of the live samples and predicting as
fake the samples very unlikely according to that model. Our experiments
compare the performance of the supervised approaches with the semi-
supervised ones that rely solely on the live samples. The results obtained
differ from the ones obtained by the more standard approaches which re-
inforces our conviction that the results in the literature are misleadingly
estimating the true vulnerability of the biometric system.

1 Introduction

Biometric recognition systems in general, and, in particular, fingerprint
recognition systems (FRS), can be spoofed by presenting fake samples of
the biometric trait to the system sensor. The fake samples can be acquired
with or without user cooperation: an authorized user may help an hacker
to create a clone of his fingerprint; or the fingerprint may be obtained
from a glass or other surface. One possible and most successful method
is to create a 3D fake model with the fingerprint stamped on it. This can
be done by creating a mold that is then filled with a substance (silicon,
gelatin, Play-Doh, wax, glue, plastic) and is used to create a thick or thin
dummy that an intruder can use, see Fig. 1.

Figure 1: Finger Play-Doh mold and silicon model (from [3]).

Liveness detection methods can be categorized as hardware or software-
based whether the detection is performed through additional hardware
or by processing the obtained image. Software-based liveness detection
methods can be divided in two categories based on whether they work
with a single static 2D scan (static methods), or need 2D scans at differ-
ent time points during the acquisition process that support the observation
of the dynamic properties (dynamic methods). We confined this work to
software-based approaches and within these to static features, in particu-
lar texture based statistics.

2 Methodological limitations of current research and
proposed approach

One limitation of several of the existing procedures is the inclusion of
the background in the liveness decision. As we are not interested in as-
sessing the liveness of the background (which can be assumed to always
be lifeless) but only of the fingerprint, it is therefore surprising to verify
that fingerprint foreground segmentation although well established in the
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Figure 2: Illustrative Example. Black crosses and dark blue circles are
fake and real samples in the training set. Light blue circles are real sam-
ples; gray crosses are fake samples from materials present in the training
set; orange crosses are fake samples from a new material. The red curve
represents the model learnt from the training samples (from [3]).

recognition works is often forgotten in the liveness detection works. To
deal with this drawback we suggest the inclusion of an automatic finger-
print segmentation step before feature extraction for liveness detection. In
the current experiments the method used is the one proposed by Ferreira
et al. [1].

Another methodological limitation we pointed out is that models are
designed and evaluated using fake samples of one type of material indi-
vidually. Therefore, the systems are developed and tested under the as-
sumption that the intruder will fabricate the fake fingerprint by employing
one of the materials used for training, resulting in optimistically estimat-
ing the security level of the system. At the design time, the developer
assumes to possess labeled data representative of the real and fake sam-
ples and therefore resorts to standard binary classifiers.

The binary classifiers adopted to make the decision between real and
fake samples implicitly assume that the training samples are representa-
tive of the complete population, with the test data to which the system is
applied coming from the same distribution as the training data. Although
that may be a fair assumption for the real samples, it possibly is a crude
model for fake samples created from a new material, see Figure 2. It
may well happen that there is a mismatch between the distribution of the
observations in training and testing data.

As new materials for fraudulent spoof attacks are going to continu-
ously appear and become more and more sophisticated it is our conviction
that the path to pursue is in the direction of using less and less informa-
tion of spoofing materials and rely more strongly on the live samples. The
study made presented (a) a realistic estimation of the performance in the
presence of new materials used to fabricate the fake samples; (b) the use
of decision models that rely only on the information from the real samples
to detect the liveness.

The traditional approaches to liveness detection in general may be
included in the category of supervised detection considering that they as-
sume the availability of a training data set which has labeled instances for
real and fake classes. Any unseen data instance is compared against the
model to determine which class it belongs to. Having in mind that in real-
world solutions the system is not “aware” of the kind of attack that might
be performed, in this work we explore other approaches in which we do
not assume knowledge about the fake samples used in a spoofing attack.
In this study we use the real/live samples to train our model but not the
fake/spoof ones. The techniques live one-class classification assume that
the training data has labeled instances for only the live class. Since they
do not require labels for the fake class, they are more widely applicable
and do not overfit to the materials in the training set.
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Biometrika Crossmatch Italdata Swipe
µ σ µ σ µ σ µ σ

Traditional Approach
wLBP 2.00 1.40 0.10 0.01 3.17 1.09 9.53 2.02
GLCM 7.73 5.38 5.32 2.97 3.96 1.98 7.63 0.71

Leave-one-out
wLBP 4.00 1.68 2.78 3.79 5.93 4.93 20.70 8.90
GLCM 37.30 12.16 35.96 16.83 41.20 6.53 47.76 9.82

OCSVM
wLBP 15.28 4.58 20.13 10.53 24.48 5.05 42.68 6.07
GLCM 30.85 14.53 31.73 10.16 37.78 3.81 40.76 5.23

GMM
wLBP 14.63 4.66 1.44 0.54 16.73 3.51 38.93 9.64
GLCM 21.05 10.07 26.60 14.66 12.95 4.16 27.82 8.29

Table 1: Median Error Rate (MER) obtained with the different scenarios for the four datasets (MER in %).

3 Experimental Setup
3.1 Datasets
The methods were tested in the fingerprint datasets made available for the
LivDet2013 competition [2]. The images of these datasets were acquired
with four different sensors: Biometrika, Crossmatch, Italdata and Swipe
and the fake samples were built using seven different materials: Body
Double, Latex, Play-Doh, Wood Glue, Gelatin, Silicon and Modasil.

3.2 Feature Extraction Methods
The feature extraction was performed in the bounding box obtained from
the segmented image. Two methods were applied: the Weighted Local
Binary Patterns (wLBP) method [5] which combines Local Binary Pat-
terns (LBP) with a Scale Invariant Feature Transform (SIFT); and the
Gray Level Co-occurence Matrices (GLCM) method [4] which is based
on GLCM matrices which characterize the relationship between neigh-
boring pixels. For more details see [3].

3.3 Classification

For the classification task, different classification approaches were per-
formed. We start by using a binary classifier and train and test within each
dataset (containing samples made with only one type of fake material),
then we introduce modifications to end up with a study where only the
information about the live samples is used for training our models. The
classifiers used were Support Vector Machines (SVM), one-class SVM
(OCSVM) and a Mixture of Gaussians Model (GMM).

In the first two studies (“Traditional approach” and “Leave-one-out”),
we used SVM with a polynomial kernel. A “grid-search” was performed
on C and d for optimizing the parameters. In the one-class approach, we
used a OCSVM and a GMM. Concerning the SVM, we used the RBF
kernel and performed optimizing of the parameters by “grid-search” on γ
and n parameters. The optimization of the parameters was performed by a
nested validation procedure, therefore the evaluation is done in the test set
which was not used for that purpose. Concerning the GMM, the number
of components varied from 23 to 27 and the covariance matrix was not
conditioned to be diagonal. For more details see [3].

4 Experimental Results and Discussion
In Table 1 are presented the results for the classification scenarios evalu-
ated. In the first scenario, the best results obtained are 0.10% for wLBP
and 3.96% for GLCM. Considering that, in practice, the system is not
aware a priori of the kind of fake sample to be used in an attempt to fool
the system the classification performed in method 1 is not very realistic.
We do not intend to restrict our study to one material at a time, as tradi-
tional approaches do therefore the next scenario will be training will all
materials except one that is left for testing. In this scenario we simulate
that we know some possible attacks but we do not have knowledge about
the one that is going to be perpetrated. In the “Leave-one-out” scenario
the best results obtained are 2.78% for wLBP and 35.96% for GLCM. Re-
garding the one class approach: for the OCSVM the best results obtained
are 15.28% for wLBP and 30.85% for GLCM; and for the GMM the best
results obtained are 1.44% for wLBP and 12.95% for GLCM.

In an overall analysis, the results of the one-class approach are worse
than the ones obtained by the first two scenarios. However, if we consider
that in the first scenario we are training and testing with the same material,
assuming to possess complete knowledge about the type of material to be
used in a spoofing attack, then one important aspect is how much we are

being optimistic when evaluating our models. A capable intruder will try
to develop new materials for spoofing different from the known ones. So,
even though the one-class approach results are worse globally we consider
that this approach is more realistic than the one where the same material
appears in the train and test phase assuming that the system developer
will know all the spoofing materials. Other observation that can be made
is that, for some sensors, the one-class approach is better than the “leave-
one-out” which leads us to think that in some situations is better to use
information only about the real samples and do not be mislead by infor-
mation about fake samples which are significantly different from the fake
samples which will be used to spoof.

5 CONCLUSIONS AND FUTURE WORK
In this study, different classification studies were performed in fingerprint
liveness detection in order to broad the traditional approaches that use the
knowledge about the fake/spoof samples for training the models. There-
fore, the first innovative approach was to test with one material and train
with the rest of the materials. As expected, this approach lead to worse
results since we are using a complete unknown material in the test step.
The approach which we consider the most worth following consisted on
using only the information of the real samples when training our model
and then test it with real and fake samples. In fact, what we are per-
forming is a one-class classification characterizing the real samples and
expecting our model to classify correctly as fake the spoof samples in the
test set. Two different methods were used, a one-class SVM and a mixture
of gaussians, and, in general, the best results were produced by this latter
one. We note that the results of the one-class approach are worse than
the other classification approaches, however our claim is that the first is
more realistic. We consider more adequate to evaluate the robustness of
a liveness method to unknown spoof attacks by not assuming complete or
partial knowledge about the fake/spoof samples to be used by an intruder.
We consider the results obtained in our experiments encouraging to pur-
sue this approach in future works broadening the study to other databases
and also other biometric traits. This approach, to the best of our knowl-
edge, has not been yet fully studied and in our opinion can be further
explored.
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Abstract

This paper presents a formalization of experience-based planning domains,
where experiences are collected, task knowledge is learned from experi-
ences and plans are generated based on the learned knowledge. A learning
framework is presented for a robot to: (i) obtain robot activity experiences
from its own performance in a dynamic environment; (ii) conceptualize
each experience to a unit of task knowledge called activity schema; and
(iii) exploit the learned activity schemata to make plans in similar situ-
ations. Experiences are episodic descriptions of plan-based robot activi-
ties including environment perceptions, sequences of applied actions and
achieved tasks. The conceptualization approach combines deductive gen-
eralization, abstraction, goal inference and feature extraction. A high-
level task planner is proposed to find a solution for a similar task by
following an activity schema. The proposed approach is illustrated in
a restaurant environment where a service robot learns how to carry out
complex tasks.

1 Introduction

Autonomous intelligent robots are required to interact with their environ-
ment, acquire knowledge to adapt to dynamic and changing environments,
and act deliberately in order to achieve their mission. Acting deliberately
means performing actions that are selected based on reasoning motivated
by some intended objectives. Deliberation and learning are essential to
endow autonomous intelligent robots with adaptable and robust capabili-
ties, as well as reducing the deployment cost [1, 4].

The work described in this paper is based on the general idea of learn-
ing from experience, where a human user instructs and teaches a robot
how to perform a complex task. It is an extension of our earlier works
[2, 3], in which we proposed a learning system to obtain robot activity ex-
periences, conceptualize experiences and make plans based on the learned
concepts. Figure 1 provides an overview of the proposed learning and
planning system. This system allows for: (i) verbally instructing a robot
how to carry out complex tasks using a set of predefined primitive be-
haviors and previously learned concepts; (ii) extracting plan-based robot
activity experiences from working memory contents; (iii) conceptualizing
robot activity experiences and constructing activity schemata; and (iv) to
close the loop, exploiting activity schemata by a planner to make plans
for similar situations.

2 Formalizing experience-based planning domains

A formal definition of experience-based planning domains that evolve
through learning from experiences is presented.

Definition 1 An experience-based task planning domain is a tuple,

D = (L,Σ,S,A,O,E ,M), (1)

where L is a first-order logic language, Σ is a set of ground atoms of L
that are always true (i.e. static world information), S is a set of states in
which every state s ∈ S is a set of ground atoms of L which may become
false (i.e. transient world information), A is a set of abstract operators,
O is a set of planning operators, E is a set of plan-based robot activity
experiences stored in the experience memory, and M is a set of methods
in the form of activity schemata stored in the concept memory.

⋆This work was funded by the EC 7th FP theme FP7-ICT-2011-7, grant agreement no.
287752 (project RACE - Robustness by Autonomous Competence Enhancement), and by FCT
scholarship SFRH/BD/94184/2013 and FCT project UID/CEC/00127/2013.
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Figure 1: An overview of the learning and planning system.

Definition 2 An abstract operator a∈A is a class of planning operators,
which is described by a head1,

a = (h), (2)

where h is the head of a.

Definition 3 A planning operator o ∈O is a tuple,

o = (h,a,S,P,E), (3)

where h is the operator’s head, a is an abstract operator which is the
superclass of o, S is the static world information, and P and E are respec-
tively the preconditions and effects of o.

Definition 4 A plan-based robot activity experience e ∈ E is a triple,

e =
(
t,π,K

)
, (4)

where t is the head of a task, taught by a human user to a robot, π is a
sequence of applied actions to achieve t, and K is a set of propositions in
the form of first-order binary predicates with qualitative timestamps [3].

Definition 5 An activity schema m ∈M is a triple,

m = (h,G,Ω), (5)

where h is the head of the target task, G is a set of generalized goal propo-
sitions inferred from an experience, and Ω is a sequence of abstract op-
erators enriched with features.

Definition 6 An enriched abstract operator ω ∈Ω is a pair,

ω = (a,F), (6)

where a∈A is the head of an abstract operator, and F is a set of features,
in the form of reified fluents, that documents the arguments of a [2].

Definition 7 A task planning problem is a triple,

P = (σ ,s0, t), (7)

where σ ⊆ Σ is the static world information, s0 ∈ S is the initial state,
and t is the task to be planned (e.g. serve_coffee(guest1)).

Definition 8 A plan solution π to a task planning problem is a sequence,

π = 〈a1, ...,ak>0〉, (8)

where every ai is an action. Plan π is generated for task t iff there is a
learned activity schema m ∈M corresponding to task t in which π can
be derived from m.

1In this work, a head of an operator, task, etc is in the form n(x1, ...,xk≥0), in which n is the
name, and x1, ...,xk are the arguments, e.g. move(?from ?to).
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Algorithm 1 Conceptualizing a robot activity experience
Input:

a planning domain D = (L,Σ,S,A,O,E ,M) ⊲ Def. 1
a robot activity experience e = (t,π,K) ⊲ Def. 4

Output:
an activity schema m ⊲ Def. 5

1: procedure CONCEPTUALIZE(D,e)
2: Build an explanation of e using D ⊲ as in EBG
3: Generalize e using a goal regression algorithm
4: Apply an abstraction hierarchy on the generalized operators in π
5: Infer goal propositions g from K and add it to m
6: for each generalized abstract operator a ∈ π do
7: arich← (a,F(a, t,K)) ⊲ features extraction [2]
8: m← add arich
9: return m

1. [ serve_coffee(mug1,guest1), %% Task
2. [....], %% KeyProps (omitted)
3. [ %% SeqOp
4. tuck_arms(aunp,aunp,aunp1,aunp0,atp,atp,atp7,atp13),
5. move_base(at0,fatr1,at7,pmaec1),
6. move_torso(torso1,tdp,tdp0,tup,tup2),
7. tuck_arms(atp,atp,atp7,atp13,atp,atp,atp1001,atp17),
8. move_arm_to_side(rightarm1,atp,atp17,asp19),
9. move_base_blind_to_ma(at7,pmaec1,at9,maec1),
10 pick_up_object(mug1,rightarm1,on4,at9,maec1,paerc1,

rg1,h1,tup2,asp19,asp27),
11. move_base_blind_to_pma(at9,maec1,at11,pmaec1),
12. move_torso(torso1,tup,tup2,tdp,tdp4),
13. move_arms_to_carryposture(atp,asp,atp1001,asp27,acp31,acp33),
14. move_base(at11,pmaec1,at13,pmast1),
15. move_torso(torso1,tdp,tdp4,tup,tup6),
16. move_arm_to_side(rightarm1,acp,acp33,asp35),
17. move_base_blind_to_ma(at13,pmast1,at16,mast1),
18. place_object(mug1,rightarm1,at16,mast1,on3,pawrt1,rg1,

h1,tup6,asp35,asp42),
19. move_base_blind_to_pma(at16,mast1,at19,pmast1) ]]

Listing 1: A plan-based robot activity experience for serving a coffee to a guest.
It contains 16 primitive actions and 122 key propositions.

3 Conceptualizing experiences

An activity schema is a unit of task knowledge obtained from a plan-based
robot activity experience. The term conceptualization in this project refers
to the process of forming a new concept by assigning a description and a
name to a real-world subset or pattern. The proposed conceptualization
approach is comprised of different modules including deductive gener-
alization, abstraction, goal inference and feature extraction [2, 5]. The
conceptualizer takes as input a planning domain and a plan-based robot
activity experience and constructs a relevant task knowledge as an activ-
ity schema. The general description of the conceptualizer procedure is
represented in Algorithm 1. The learned activity schemata are eventu-
ally recorded into the concept memory which are later used for problem
solving.

4 Planning based on activity schemata

An adapted A∗ heuristic search planner, Schema-Based Planner (SBP), is
proposed to find a solution for a given problem. The SBP planner takes
as input a planning domain D = (L,Σ,S,A,O,E ,M) and a task plan-
ning problem P = (σ ,s0, t). If there is an activity schema, m ∈M, for
task t, then the planner generates a plan for t; otherwise it fails. The SBP
searches forward by selecting applicable actions belonging to the class of
abstract operator ω in m, which verify a greater number of features. A
feature is a fluent or a set of fluents, which relate an argument of an oper-
ator to an argument of the taught task in an experience. Features capture
normative principles and support similarity-based planning. The descrip-
tion of the conceptualization and planning approaches was presented in
more detail in [2].

5 Experimental results

The learning approach was demonstrated and evaluated in two different
demonstrations, “serve a coffee” and “clear a table”. To learn an activ-
ity schema, a plan-based robot activity experience is extracted from the
memory through a human-robot interaction [3]. Listing 1 shows a plan-
based robot activity experience for “serve a coffee” scenario. The con-
ceptualization is carried out immediately after a plan-based robot activity
experience is generated. Listing 2 shows a learned activity schema after
generalization, abstraction, goal inference and feature extraction. An on-
line video of the conceptualization process for “serve a coffee” scenario
in real PR2 robot is available in http://youtu.be/lF33FmL1mjw.

1. [ serve_coffee(MUG,GUEST), %% Task
2. %% Goal
3. [on(MUG,PAWRT),hasplacingarearight(SAWT,PAWRT),at(GUEST,SAWT)]
4. [ %% Enriched SeqOp
5. [move(PATR1,PMAEC),[]],
6. [move(PMAEC,MAEC),
7. [at_start(on(MUG,PAERC)),
8. throughout(hasmanipulationarea(PAERC,MAEC))]],
9. [pick_up(MUG,PAERC),
10. [at_start(on(MUG,PAERC)),
11. at_goal(on(MUG,PAWRT))]],
12. [move(MAEC,PMAEC),[]],
13. [move(PMAEC,PMAST),
14. [throughout(haspremanipulationarea(TABLE,PMAST)),
15. throughout(hassittingarea(TABLE,SAWT))]],
16. [move(PMAST,MAST),
17. [throughout(hasmanipulationarea(PAWRT,MAST))]],
18. [place(MUG,PAWRT),
19. [at_goal(hasplacingarearight(SAWT,PAWRT)),
20. at_goal(at(GUEST,SAWT))]],
21. [move(MAST,PMAST),
22. [throughout(haspremanipulationarea(TABLE,PMAST)),
23. throughout(hassittingarea(TABLE,SAWT))]] ]]

Listing 2: A learned activity schema for serving a coffee to a guest containing
8 abstract operators. Line 3 shows a generalized goal which is instantiated based
on a given task problem and should be achieved during planning. Some abstract
operators are enriched with features. During planning, these features give prefer-
ences to find the best match action to the one in the activity schema. For instance,
features at lines 19 and 20 help the SBP planner to among all applicable actions
belonging to the class of place, prefer an action that closely matches these features
in a given task problem.

Table 1: Planner performance metrics in two scenarios.

Activity schema∗ srv(G,C) srv(M,G) srv(M,G,C) clr(T) clr(T,C) clr(M,T,C)

Plan length 17 17 17 16 16 16
Nodes expanded 920 330 192 545 182 182
Search tree size 3706 1410 854 2247 765 765
Penetrance (%) 1.84 5.15 8.85 2.93 8.79 8.79
Average branching factor 4.02 4.26 4.44 4.12 4.19 4.19
Effective branching factor 1.62 1.53 1.48 1.61 1.51 1.51
Precision 0.94 1.00 1.00 0.81 1.00 1.00

∗ srv and clr stand for serve_coffee and clear_table tasks, and M, G, T and C stand for MUG, GUEST,
TABLE and COUNTER.

The measures of penetrance, effective branching factor and precision
are used to evaluate the performance of the SBP planner over the learned
activity schemata [2]. Different activity schemata of “serve a coffee” and
“clear a table” with different task arguments have been conceptualized.
We performed one experiment for every learned activity schema (Table 1).
For every demonstration, the penetrance ratio increased and the effective
branching factor decreased with respect to the number of arguments of ac-
tivity schemata. An online video to show the performance of the proposed
SBP planner for “serve a coffee” scenario in real PR2 robot is available in
http://youtu.be/JXuq4p_QCJk.

6 Conclusion

This paper proposed: (i) a formalization of experience-based planning
domains; (ii) a unified framework for solving problems in these domains;
and (iii) an approach for conceptualizing experiences. The terms expe-
rience, activity schema and schema-based planning are tightly involved
in the proposed planning domain. This system provides a learning and
deliberation approach for intelligent robotics.
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Abstract

Intelligent parking systems can reduce traffic, making it easier for users
to find free parking space, which saves them time and money. However,
these systems, often, require expensive installations. In this article, a pro-
posal for a low cost computer vision framework based on Raspberry Pi 2
and an HD webcam for the detection of free parking spaces is presented.
The vision algorithm is based on a simple edge detection, and a dynamic
threshold within each parking space. The system was tested in a real en-
vironment with different weather conditions and partial occlusions. The
algorithm runs in real time and has a 99.6% of success rate.

1 Introduction
Intelligent parking systems can reduce traffic more than 30% in the im-
plemented areas, the proposed solution started from the need of the staff
at the University of West Bohemia, Pilsen, Czech Republic for a more ef-
ficient parking system due to the time spent looking for a parking space.
This system should be simple to maintain and as low cost as possible.

Intelligent parking systems is a widely studied subject [3, 5, 6, 7].
There are a set of algorithms [6, 7] that use characteristics of the car
(hood, windows, headlights, bumpers, etc.), but they are not well suit-
able for cases where there are partial occlusions. Others use background
subtraction, probably those are the most widely used in video-vigilance
applications [2, 4]. However, there are several challenges to overcome,
such as: gradual and sudden variations in lighting, shadows, e.g., the ef-
fect of the wind in the trees, and the speed of the objects. These challenges
bring implications on the update of the background ratio and the learning
rate. The intended solution should be simple to maintain, easy to install
and low cost. A computer vision system was chosen, based on a HD
webcam and a low cost processing unit (Raspberry Pi 2).

The system has 2 steps: (a) initialization, where the parking spaces
were selected and (b) parking space validation, which is based on edge
detection, the extraction of specific regions of each parking space, and the
computation of the dynamic threshold ratio between the edge pixels that
represent a car and the total pixels per parking space. The main contri-
bution is a simple, low cost, easy to maintain system, prepared to work
in different weather conditions (sun, rain, clouds) and capable of coping
with partial occlusions of the cars.

2 Vision-Guided Parking System
The parking lot of the University of West Bohemia is quite big, it was
divided in 9 sectors, where each sector has a camera (HD Webcam, 720p
with 30fps) and a Raspberry Pi, see Fig. 1 top row, where each color repre-
sents the field-of-view of the camera, sector, and the interception between
2 cameras by a different color. The total cost of the system per sector is
around 70 euros. The cameras are to be placed on the top of the building.
In this article, sector H was used for the explanations and illustrations.
There are two different park regions: the bottom, which has the parking
spaces transverse to the camera and with the possibility of partial occlu-
sions between the cars and the upper, which has the parking spaces in a
longitudinal way but with “rotation”. As mentioned, the system is divided
in 2 modules: (i) initialization and (ii) parking space validation.

System Initialization (i), is done only once in the setup of the sys-
tem. Consider It(x,y) a frame acquired at each ∆t = 1s (this value can
be changed in the database (DB) of the application). With the initial ac-
quired park frame I0, the first step is to set manually, using an application
provided to the park administrator, a sets of points that limit the parking
spaces: (a) four points (P{b1,...,b4}) that define the corners of the bottom
region of the park, see Fig. 1, the orange dots in the 2nd row. Later, those
points will be used to get a ratio between the distance to the camera and
the size of the car. (b) Four points (P{u1,...,u4}) that define the upper region
of the park. Later, those will be used to do a perspective transformation of
the upper part of the park, see Fig. 1, the red dots in the 2nd row, with the

Figure 1: System initialization, from top to bottom: Park sectors, image
(I) from section H, RoI (Ri) of the upper and bottom regions of the part in
green (color dots, important points; see text).

perspective transformation in the 3rd row. (c) A group (Npb) of 4 points
(p{1,...,4}), that mark the parking spaces in the bottom region of the park,
PP{i,p}, with i = {1, ...,Npb}. The coordinates of each parking space are
selected from the bottom boundary line of the parking space, to where
the top of the car/truck is expected (and not to the 2nd boundary parking
line). This way, the “center” of the parking space will go up, and it is ex-
pected not be highly covered by the bottom car, when the partial occlusion
happens (the angle from the camera to the parking lot has to be such that
allows this assumption). See Fig. 1, bottom row, the dot color dots. As
can bee seen, it is not necessary a great precision in marking the points,
only a draft prevision where the car/truck could appear. (d) The same as
in c), but now, for the upper region defined in b), after applying the per-
spective transform. Defined by a group (Npu) of 4 points PP{i,p}, now
with i = {Npb, ...,Npb +Npu}. The total number of spaces in each sec-
tion is Npss

= Npbs
+Npus

, with s the section letter/number. For section
H, NpbH

= 12, NpuH
= 8 and NpsH

= 20. For the total of parking spaces a
sum of all sections Nps =∑s={A,...,I} Npss

. Note, that s is only presented in
this paragraph and removed from all the remaining paragraphs to simplify
the notation. The remaining paragraphs are always referring to a single
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Figure 2: Top, edge map (Ic), bottom and example of two Ri, left for
bottom, right for upper.

section, and illustrations shows section H.
The parking space validation (ii) consists in 5 steps: (a) The first

consists in applying the Canny edge detector to each It frame, returning
Ic (the thresholds used follow the recommendation of [1]). The goal is to
retrieve only the cars edges, however if edges from puddles, noise and tree
shadows appear, they have no significant impact on the presented system.
See Fig. 2 top row.

(b) For each PPi a Ri image corresponding to a region of interest (RoI)
was computed based from Ic, with i = {1, ..,Nps}. Each Ri allows the
determination of a car presence. There are two methods to calculate these
RoIs, depending on the bottom or upper region of the park. Considering
the PP{i,p} points: (b.1) the bottom region RoIs, the car near the camera
has a larger size than the cars far away from it. For computing the RoI
(green rectangles in Fig. 1 bottom row) a percentage of 20% of the height
of each parking space was used, and for the width, 3/4 of the parking space
width, to remove any vegetation, etc. One example can be seen in Fig. 2,
bottom row left. (b.2) The upper part, after the perspective transformation
all parking spaces have almost the same size (rectangles in Fig. 1, 3rd
row). The ROIs were obtained using 3/4 of the height and 40% of the
width, see example in Fig. 2, bottom row right.

(c) The next step computes the ratio (ri) between the white pixels
(noise or car edges) by the total size of pixels in each RoI, i.e., ri =

∑Ri=255 Ri(x,y)/∑Ri(x,y). In the presence of a car the count of white
pixels is expected to be high. Two detection thresholds were computed:
(c.1) The upper and bottom detection thresholds were obtained empiri-
cally by analyzing the correspondent RoIs (upper and bottom). (c.1) For
the upper region of the park, a ratio threshold of rtu = 0.2 was used. (c.2)
For the bottom region, a static threshold is not suitable due to the im-
pact of the perspective of the camera to the car, i.e., the effect on the
size of the car and the “thickness” of the edges. In this case a linear
equation was calculated to express the ratio between the distance and
the size of the car, using the points P{b1,...,b4} (see Fig. 1, 2nd row), i.e.,
b = (((Pb3x −Pb2x)− (Pb4x −Pb1x))× (a+(Pb4x −Pb1x)))/(Pb3y −Pb4y).
In this equation, the b represents the width of the park, for some height
a, which gives the location of the parking space in the image It . Con-
sider now the bigger car possible the “unity”, where the width is given by
Pb1x −Pb4x, the ratio that compares the size of the car with the height, in
respect of the width is: 1.0/rc = (Pb4x −Pb1x)/b ⇔ rc = b/(Pb4x −Pb1x).
Relating the upper and bottom regions a threshold rtb = rtu/(4× rc) is
computed. (d) Finally, the upper (rtui ) and bottom (rtbi ) thresholds de-
pending on Ri are compared with ri, if they are lower it means that a car
is not present, see Fig. 3. If a parking space, presents as "occupied" for 5
seconds, the place is given as "occupied" and marked with red dot. In case
of getting 5× the place as "free", the place is marked with green dots and
given as free. In the case of state variation in the last 5 seconds period,
the place is marked with yellow dots and given as state of "transition".

3 Experimental Result
For the tests, frames were acquired between sunrise (6 AM) and (8 PM),
with ∆t = 1s, during 8 days (except the weekend), from 15 to 22 of June of
2015, in the parking lot of the University of West Bohemia, with several
weather conditions (clouds, short periods of sun, and rain). Most of the

Figure 3: Results. Red dots, space occupied, green not occupied and
yellow occupied, but in the previous frame returned not occupied.

times (minutes) there are no changes in a park (car parking or leaving).
For that reason, a set of 82 images was chosen, around 10 per day, which
corresponds to 1640 parking spaces (82× 20, section H). For the tests, a
DB was created by hand with the ground truth of the park. The system
was tested and a success rate of 99.6% was obtained, which means the
detection of correct empty and occupied park spaces. The incorrect de-
tections were mainly due to strong shadows, cars that had dark colors and
are under a strong shadow, trucks occluding the cars and cars incorrectly
parked. As the goal is to run the algorithm in a low cost platform, it took
0.7s per frame in the Raspberry Pi 2, 1.7s in the Raspberry Pi model B,
and less than 0.05s in an i7 PC.

4 Conclusion and Future Work
The system presented is quite simple, but that was the initial proposal, it
has a success rate of 99.6%. The proposed algorithm is suitable to deal
with partial car occlusions, and it works efficiently with the Raspberry Pi
2 and a HD webcam. The cases of failure have a reduced impact and the
system recovered in a few seconds in the tests done. Regarding future
developments, the system has to be tested with winter conditions, more
specifically snow, with total occlusions and improved in the presence of
strong shadows. The development of a web platform and an entry panel
for the park are future developments for the system.
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Abstract 
Cattle identification has been a serious problem for breeding association. Muzzle 
pattern or nose print have the same characteristics with the human fingerprint 
which is the most popular biometric marker. The identification accuracy and the 
processing time are two key challenges of any cattle identification methodology. 
This paper presents a robust and fast cattle identification scheme from muzzle 
images using Speed-up Robust Features matching. The matching refinement 
technique based on the matching orientation information has been proposed to 
eliminate the miss-matched outliers. 

1 Introduction 
The importance of animal identification has been considered since a 

long time ago in applications such as cattle classification, cattle tracking 
from birth to the end of food chain, and understanding animal diseases 
trajectory and population. Now a robust cattle identification method is 
an important part for consumers and food industry since the usage of 
robust cattle identification is related to traceability and registration for 
breeding and marketing. Such systems contribute not only to food safety 
but also to quality assurance. They help to control the spread of animal 
disease, reduce losses of livestock producers due to disease presence, 
minimize expected trade loss, and decrease the government cost of 
control, intervention and eradication of the outbreak diseases. 

Individual animal identification could be achieved either by 
mechanical, electronic, or biometric methods [4]. The mechanical 
methods (ear tags, branding or tattoos) are invasive methods and they 
are not good enough for traceability purposes. Electronic-based methods 
mainly use external tags, RFID tags, to recognize animal. However, the 
use of these tags is not able to provide enough reliability to the cattle 
identification due to theft, fraudulent and duplication. Biometric-based 
methods (iris scanning and DNA analysis) are also used for animal 
identification. Generally speaking, the biometric methods could give 
high identification rates, but they are intrusive for the animals and not 
cost-effective compared to image processing approaches. 

The muzzle pattern that is correlated with human fingerprints has 
been considered as a biometric marker for cattle and could be used in 
identification of bovine animals. Recent reports on this aspect indicate 
that it would play a vital role and may serve as an efficient tool for 
identification and correct breed differentiation.   

The muzzle pattern can be captured into digital format in two ways. 
The first one is lifted on paper data [3] and the second one is the muzzle 
photo [1]. Minagawa et al. [3] used the joint pixels on the skin ridges as 
a key feature for muzzle print matching. Some long preprocessing steps 
were conducted to extract the joint pixels. Two joint pixels are matched 
if they are in a range of 11×11 pixel region centred in the joint pixel 
which is considered as the ground truth. Barry et al. [1] used eigenface 
algorithm for cattle identification which is originally used for human 
face recognition. Noviyanto and Arymurthy [5] applied Scale Invariant 
Feature Transform (SIFT) on muzzle print images for enhancing the 
identification accuracy. They use SIFT to detect the key points in the 
image which are the distinctive points of a muzzle pattern image. The 
key points are then used to match each other and the number of matched 
key points will be used as a measure of the pattern similarity. Tharwat et 
al. [6] proposed a cattle identification approach that makes use of Local 
Binary Pattern (LBP) to extract local invariant features from muzzle 
print images. They also applied different classifi ers including Nearest 
Neighbour, Naive Bayes, SVM and KNN for cattle identification. 

In this research, the muzzle photos were used as the input data for 
automatic cattle identification. In analogy to the human fingerprints, 
cattle muzzle images have some discriminative features according to the 
ridges and beads structures and their arrangements play an important 
role in designing patterns on the muzzle. 

Applying the image analysis techniques of filtering and 
segmentation, the pixels equivalent to the centroids of the beads were 
extracted as key features to SURF approach which is an object 

recognition based method that has been evaluated for the automatic 
cattle identification purpose. 

The number of matched features has been defined as the matching 
score. A matching refinement technique based on the key features’ 
orientation information has been proposed to eliminate the outliers 
matched key features in order to increase the identification performance. 

2 Materials and Methods 
This section explains about the experimental scenario, the pattern 

recognition technique and the proposed method for cattle identification 
based on digital muzzle photo data. 

2.1  Data Acquisition 
The muzzle photos have been taken from fourteen animals. The 

muzzle photo of each individual has been taken five times. Basically the 
four muzzle photos of each individual are used for training database and 
the other one muzzle photo is used for the testing phase. The nose was 
cleaned to eliminate snot using tissues. The muzzle photos have been 
taken in different illumination and with different points of view.  

In every muzzle photo, a rectangle region centered on the minimum 
line between the nostrils is taken as the region of interest (ROI). The 
illustration of the ROI is shown in Figure 1.  

Figure 1 – The red rectangle region is the ROI of the muzzle photo. Left: 
original image. Right: Obtained ROI image. 

2.2   Proposed Recognition Method 
Speed-Up Robust Features (SURF) [2] has been claimed as a 

method for the object recognition which is better than its competitor, the 
Scale Invariant Feature Transform [5]. It is a local feature detector and 
descriptor that can be used for some tasks such as object recognition or 
registration or classification or 3D reconstruction or matching. 

The proposed recognition method can be summarized as follows: (1) 
Collect the data set of muzzle photo; (2) Extract the ROI; (3) Extract the 
interest points and the descriptors using SURF algorithm for each ROI 
image; (4) Find the best corresponding interest points for every pair of 
testing image and database image; (5) Remove outliers based on the 
correspondence orientation between features; (6) Calculate the number 
of correspondences for every pair of testing image and database image; 
(7) Define the identification result by finding the maximum 
correspondence score. 

2.3  Experimental Results and Discussion 
In this section we will present the results obtained by the proposed 

method using the test image shown in Figure 1 and two training images 
from the database, presented in Figure 2.  

The matching process is initiated by detecting the SURF features in 
each image. Figure 3 shows the SURF features detected in testing image 
and the training image from the same animal. 
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Figure 2 – Two training images from the database. Left: Image from the 
same animal as the testing image. Right: Image from a different animal. 

Figure 3 – SURF features detected in testing and training image from 
the same animal. 

The next step is to extract the feature descriptors at interest points in 
both muzzle images. Descriptors are derived from pixels surrounding 
each feature point. They are needed to describe and match features 
specified in a single feature location. 

In the matching process we find putative point correspondences 
using feature’s descriptors. Figure 4 shows the matched features. 

 
 

  

 

 

 

 

 

Figure 4 – Putatively matched SURF features. The yellow lines indicate 
the matched features 

      The experimental results show that the SURF still produces outliers 
which lead to increase the number of matched features in the matching 
process. In order to eliminate the matching outliers we propose a 
refinement process based in the features matching orientation.  

First, we obtain the slope of each line correspondence. Then it was 
calculated the mode and the standard deviation of the slopes. Finally, it 
was considered that all matched features which have a slope that were 
out of the range mode modestd slope std     would be eliminated. 
Figure 5 shows the matching refinement result. 

Figure 5 – Matched refinement result. 

The number of correspondences between the two images from the 
same animal was 26. 

Figure 6 shows the SURF features detected in the testing image and 
the training image of a different animal. 

Figure 6 – SURF features detected in testing and training image of a 
different animal. 

In the matching process we tried to find point correspondences using 
feature’s descriptors, however the process did not find any matching 
feature between the two images as shown in Figure 7. With a score of 0 
the automatic identification system indicates that it is a different animal. 

Figure 7 – Matched SURF features between testing and training images 
of a different animal 

3 Conclusion 
The points extracted from the muzzle pattern images are a good 

feature for the cattle identification problem especially to handle noisy 
data. The SURF approach and the proposed matching refinement 
technique can be a potential method for the beef cattle identification 
based on the photo image of the muzzle pattern. We obtained a 100% 
correct identification in all the fourteen experiments.  
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Abstract 
 
In this paper we propose a new 3D Hessian based medialness filter for the candidate 
detection phase in order to improve the quality of the juxta-vascular nodules that 
were identified as a problem in some recent approaches.  

The performance of the proposed method was tested on 115 scans from LIDC-
IDRI public database, containing 360 nodules. Our approach shows a significant 
improvement for the juxta-vascular cases, by having a considerable reduction on 
the number of false positives (FP) when comparing with other methods. 

1 Introduction 
       American Cancer Society estimated that in the year of 2014, 27% 

of all cancer deaths correspond to lung cancer cases. Computer 
Tomography (CT) is the medical imaging modality mostly used for 
diagnosis where it is crucial to have an early and correct detection of 
malignant nodules.  

Computer-Aided Systems (CAD) systems can play an important role 
in helping the radiologists to detect the more suspicious cases. Typically, 
CAD systems have two main sub-systems: the first one detects the nodule 
candidates, and the second one that tries to reduce the number of false 
positives (FP). The research group develops research on lung nodule 
detection and recently Novo et al. [1] proposed an approach for lung 
segmentation, and a nodule detection method in [2]. A master thesis on 
lung nodule classification was presented in [3]. This paper focus on the 
first phase of the CAD system, by proposing a new method that extracts 
the nodule candidates with the use of the eigenvalues from the 3D Hessian 
matrix of the CT scans. Many methods fail to detect the nodules closer to 
vascular structures (juxta-vascular nodules). In our approach we propose 
a new way for addressing this problem, achieving a better performance 
on these difficult cases.  

2 Methodology 

  Our proposal is based on the estimation of the eigenvalues from the 
3D Hessian matrix, H, for each voxel. To address the different size of the 
structures, we use a range of scales and combine the results, using the 
maximum of the responses over the scales σ. H is calculated using a 
Gaussian smoothing filter, G, with scale σ, and the corresponding second 
derivatives. For example the second order derivative of an image I at the 
scale σ w.r.t. x, is given by:    

 �మ���௫మ = ሻݔሺܫ ∗ �మ�ሺ௫,�ሻ�௫మ   
 

(1) 
 

where G(x, σ) is the Gaussian Kernel with the scale σ. Using equation (1), 
we can construct the 3D Hessian Matrix in the voxel x for each scale σ:  

ܪ  = ௫௫ܫ] ௫௬ܫ ௫௬ܫ௫௭ܫ ௬௬ܫ ௫௭ܫ௬௭ܫ ௬௭ܫ ௭௭ܫ ] 
 

(2) 

       The double index in the subscript indicates the second order 
derivatives w.r.t. the indexes. We normalize the derivatives multiplying 
them by σ2. From this matrix we can obtain the eigenvalues for each scale, 
|λ1| < | λ2| < | λ3|. Using these eigenvalues we calculate the enhancement 
response Vσ(x) for each scale an each voxel. The final response 
corresponds to the maximum response over a range of scales an each 
voxel: 
 

 �ሺ�ሻ = max�భ<��<�� ���ሺ�ሻ (3) 
 

       The enhancement response, Vσ(x), may have different formulations. 
We will compare our method with the one used by Novo et al.[2], that 
uses a central adaptive medialness principle given by: 
 

 �ሺ�, �ሻ = { 0, �݂ �ଵ + �ଶ + �ଷ ≥ 0− �ଶ�ଷ ሺ�ଶ + �ଷሻ,  (4) ݁ݏ�ݓݎℎ݁ݐ�

 
      This method does not use any kind of pre-processing on the images 
(only uses the Gaussian smoothing in the calculus of the image 
derivatives) and is sensitive to small and bright objects. The authors refers 
that their approach shows misdetections on the juxta-vascular nodules due 
to the presence of tubular structures around the nodule candidate that are 
also detected by the filter. In the paper we use a different formulation to 
overcome this problem. 
        For nodular structures brighter than the background the three 
eigenvalues are negative and having similar eigenvalues due to the 
spherical shape of a nodule. For tubular structures, as the blood vessels, 
one of the eigenvalues is larger than the others, and the other two are 
small. Taking this into consideration, and being 3 the eigenvalue with 
the largest absolute value, our method only computes Vσ(x) for |3| > |1| 
and |3| > |2|, where 1 and 2 are the eigenvalues with the smallest 
absolute values and  is a constant, with  > 1 (in our experiments  = 5). 
This allows the removal of most of the tubular structures and have a better 
performance in the juxta-vascular nodules candidates.   
        In order to reduce the FP, The method in [2] and the method herein 
described divide the candidates in three groups: smaller candidates (the 
ones that are grown for having a better characterization), intermediate size 
candidates (directly taken to the final candidates) and the large candidates 
(this ones are applied a progressive erosion in order to try to remove 
tubular and other surrounding structures that we want to remove). 

3 Results 
        The two methods were tested in 115 different CT scans with a 
different number of slices. These scans were obtained from the LIDC-
IDRI public database [4]. These scans had a total number of 360 nodules, 
witch diverse specialists indicated the location of the nodules and some 
of its features (size, calcification, malignancy, etc.).  The candidates were 
considered as True Positives if they had been detected in a distance less 
or equal to 3 voxels from the centre of the ground truth indicated by the 
experts. We compared our results with the obtained by Murphy [5] and 
Novo et al [2] in the same images. It is important to refer that the results 
obtained by these authors were obtained removing the non-solid nodules 
as referred in [2].  
        The results of the approaches are shown in figure 1, where we test 
the algorithms in a synthetic juxta-vascular model, and in figure 2 and 3 
where we observe the performance of both algorithms in the presence of 
a juxta-vascular nodule in real CT scans. The objects retained are clearly 
improved in our algorithm. 
        As we can see our method is able to remove most of the tubular 
structures surrounding the nodule with a considerable reduction on the 
number of false positives. The sensitivity and final FP/scan results are 
shown in table 1 where the three methods are compared. 
        Although we obtained a better performance in most nodules and 
juxta-vascular nodules, our sensitivity is lower than the other two 
algorithms. This happens because the juxta-pleura nodules have a 
different behaviour and with this new proposal some of these nodules are 
not detected (due to a different eigenvalues distribution near the pleura). 
It is important to refer that contrarily to the results obtained by the other 
two methods, we did not remove non-solid and the nodules and the ones 
that created some discord between different doctors. The fail of our 
method is on the juxta-pleura nodules (as observed in figure 4) that must 
be detected by a different method. 
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Figure 1: Isosurface of the results in synthetic juxta-vascular model 
obtained by our algorithm (b) and by Novo’s algorithm (c).  

 

 
Figure 2: Results obtained on one juxta-vascular case (a). In (b) we can 
see the candidates (the white blobs represent the nodule candidates) 
obtained by Novo et al. method and in (a) by our new proposal.  

 

 
Figure 3: Results obtained from a second juxta-vascular case (b). In (b) 
we can see the candidates (the white blobs represent the nodule 
candidates) obtained by Novo et al. method and in (a) by our new 
proposal. 

 
Figure 4: Results obtained for two juxta-pleura cases. In (a) we have the 
original image with the location of the nodules and in (b) we see that those 
are not detected by our method. 

Table 1: Results after nodule candidates detection (Novo and Murphy 
Methods removed non-solid nodules and we did not did that distinction). 

Methodology Sensitivity FP/Scan 
Novo et al. [2]  96.22% 881 

Murphy et al. [5] 98.11% 397 
Proposed 83.34% 380 

         
        Table 2 illustrates the results on a dataset without the juxta-pleura 
nodules, where some misdetections occur. This clearly show an 
improvement of sensitivity, which is a good indication that a special 
treatment on the justapleural nodules is needed. 
 
Table 2: Results obtained by our method in a dataset without juxta-pleura 
nodules. 

Method Sensitivity FP/Scan 
Proposed 92,62% 380 

4 Conclusion 

        In this paper we propose a new method for nodule candidate 
detection based on a 3D Hessian eigenvalues medialness filter in 
order to improve the results on juxta-vascular nodules. We 
obtained a significant improvement in most nodules but with a loss 
in the sensitivity to juxta-pleura nodules. The false positives per 
scan were also improved by our method when compared to Novo 
et al [2] and Murphy et al [5] algorithms.  
        Most of the non-detected nodules are from non-solid nodules 
that have a different behaviour and from nodules that are very 
difficult to observe in the images.  
        Future work will include the combination of our method with 
an algorithm for juxta-pleura nodules detection and the 
development of a method for feature extraction and classification 
to improve the results and to reduce the number of final FP/scan.  
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Abstract

In this work, it is presented a new measure for ECG-based biometric sys-
tems. To accomplish this goal, we use a similarity measure that relies on
the concept of Kolmogorov complexity. The proposed similarity measure
allows the comparison of two ECG segments, without having to follow
traditional approaches that require heartbeat segmentation (described as
highly influenced by external or internal interferences). The proposed
measure relies on the concept of conditional compression of two objects,
i.e., the compression of one object performed considering exclusively the
data of the other object. And therefore, it is expected that when we com-
pare two ECG segments from the same participant, it is expected to obtain
smaller values than when we compare ECG segments from different par-
ticipants. We observed that the proposed measure is able to correctly dif-
ferentiate between the three studied groups: 1) comparing the same ECG
segment: 0.150±0.103; 2) comparing two different ECG segments from
the same participant: 0.347± 0.097; 3) comparing two ECG segments
from different participants: 0.568±0.135.

1 Introduction

Biometric identification refers to methods that use biological data in order
to identify someone as being himself. Considering these methods there
are applications using iris, face, fingertip, electrocardiogram (ECG), elec-
troencephalogram (EEG) [1, 7]. Some of these methods are susceptible
to be falsified since there is no need of contact or liveliness for acquisi-
tion [1]. Our heart is continuously beating and possesses an inter-subject
variability that may be used to obtain discriminant information based on
the electrical heart characteristics.

The ECG is a well known signal in biomedical applications. Usually
it is intended to reduce the inter variability that characterizes this kind of
signals. Nevertheless, is precisely this inter variability that renders the
ECG an interesting signal on biometric systems [1].

There is an increasing interest in using the ECG in biometric identifi-
cation [1, 2, 7]. The ECG presents changes due to the circadian cycle, or
some particular circumstances (e.g., stress, fatigue), conducing to alter-
ations in rhythm and/or amplitude [7]. To overcome this shortcoming, the
ECG biometric applications should correctly deal with fluctuations and
noise [1, 7].

The ECG biometric methods are usually divided in two groups: fidu-
cial and non fiducial [7]. The fiducial methods use as pre-processing step
the heartbeat delineation (identification of specific points that constitutes
the ECG) [4] which is susceptible to processing errors, due to (e.g.) noise
[1, 7]. The non fiducial methods do not need the ECG wave delineation
or alignment, and therefore it is expected that these methods reduce the
pre-processing error [1, 7].

In order to obtain a feasible and accurate biometric system, it is needed
to implement methods that may correctly deal with traditional problems
in biometric identification methods. In this work, we propose the use of
parameter free data mining methods, in particular the use of compression
methods that are based on Kolmogorov complexity, for ECG biometric
identification.

2 Methods

For method development, it was used the control subjects from the PTB
database [3]. The ECG signal was decimated to 500 Hz, using an eighth-
order low pass Chebyshev Type I filter with a 200 Hz cutoff frequency.

The baseline wander was filtered using a moving average filter with
window width of 100 samples. A Butterworth low pass filter of order 10
with a cut off frequency of 40 Hz was also applied.

Each participant’s record in the dataset was split in five segments of
20 seconds, constituting a final database of 52 participants and 260 records.

2.1 Quantization

When compression algorithms are used, it is generally preferable the use
of symbolic records. Therefore, the ECG should be converted from the
real-valued numerical signal to a symbolic time series. To accomplish
this step we implemented a quantization method, the SAX algorithm [6]:
the time series is normalized and divided in N segments of dimension w.
For each Ni segment, the method calculates its mean value, which will
match a symbol in the new data dimension. The method optimization will
be dependent on the alphabet size and on the w dimension of the series
segments.

2.2 Compression Method

The use of Kolmogorov theory allows the definition of similarity mea-
sures between binary objects. In order to approximate the Kolmogorov
complexity, a compression algorithm needs to be able to accumulate knowl-
edge of the data while the compression is performed, i.e. it is needed to
compute a model of the data. Finite-context models are an example of
methods that represent data information [9]. In the context of similar-
ity/dissimilarity measures, these models had been proved to be efficient,
relying on the data algorithmic entropy [8].

The specific measure that we applied is based on the notion of rela-
tive compression of two objects, i.e., the compression of one object done
exclusively using the information of the other object. We define the nor-
malized relative compression (NRC) of x given y as

NRC(x,y) =
C(x||y)
|x| , (1)

where |x| is the size of the object. Basically, this measure gives in-
formation about the amount of data in x that cannot be described by y.
The C(x||y) uses a combination of finite-context models of several orders
(k) to build an internal model of y, which is kept fixed afterwards. Then,
x is encoded exclusively using the model built from y. In order to esti-
mate such models, three parameters had to be considered: k, γ , and α (for
details on the encoding method, please see [8, 9])

2.3 Statistical Analysis

In method evaluation we used a leave one out strategy. Four segments
from each participant were used as training dataset, and the remaining
segment was used as test dataset in the NRC internal model development.

In order to evaluate the measure performance in the biometric iden-
tification, it is intended to evaluate the NRC measure between two ECG
segments. Therefore, we grouped the NRC results from the ECG com-
parisons aggregating the self-evaluation (NRC value of the record with
itself), the participant measure (NRC value calculated between records
of the same participant, excluding self-similarity), and the out measure
(NRC value calculated between records of different participants). The
results were presented as mean ± standard deviation of the NRC.

3 Results and Discussion

The dataset was divided in train (first 10 participants - 50 ECG segments)
and test datasets, in order to optimize the method’s parameters. Con-
sidering the quantization an alphabet size of 20 and a window size of 3
points (which will correspond to 1 symbol in the new data dimension)
were found to be optimal. In the NRC implementation a γ of 0.2 and a
combination of (α , k) pairs taken from set {(1/1000, 5), (1/1000, 6),
(1/1000, 7), (1/1000, 8), (1/1000, 9)} were used. In order to find the
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Figure 1: Boxplots representing the NRC measure evaluating data from the global, the train and the test datasets. The a box represents the self-
evaluation, the b represents the participant measure, and the c represents the out measure.

Table 1: Summary of the results obtained using the NCR measure over
the train, test and global datasets. The results are presented as mean± std
of the calculated measure.

Dataset self-evaluation participant measure out measure

Train 0.149±0.096 0.325±0.087 0.563±0.102
Test 0.151±0.104 0.346±0.099 0.568±0.135
Global 0.150±0.103 0.347±0.097 0.568±0.135

optimal parameters several tests were performed. It was considered the
minimization of the self-distance (comparing the record with itself) as
objective function.

In this work, it is intended to evaluate the ability of the measure in
the identification of ECG segments from the same participant. To accom-
plish this goal the NRC was calculated between ECG segments from the
same or different participants. In Figure 1 the boxplot evidenced the mea-
sure ability in the discrimination between the three proposed tests: self-
evaluation (a), participant measure (b), out measure (c). Table 1 presents
the NRC values, evidencing that when ECG segments from different par-
ticipants are compared, the measure shows higher values than when ECG
segments from the same participant are compared.

The standard deviation of NRC should be reduced in the test dataset,
which may be related with database, or even model optimization process.
Considering that the ECG is susceptible to alterations, the NRC measure
should be validated using a database that comprises ECG data collected
in different days and subject to external variability conditions.

The use of parameter free data mining methods was proved to be effi-
cient in classification, since there is no pre-assumption about the premises,
which allows true exploratory data mining [5]. The NRC measure is an
example of a parameter free data mining. Moreover, since there is no
need of heartbeat segmentation, the pre-processing error associated with
this task is reduced. These results indicate that the NRC measure may be
feasible in biometric identification tasks.

4 Acknowledgment

This work was supported by National Funds through FCT - Foundation
for Science and Technology, in the scope of the projects UID/CEC/00127/
2013 and Incentivo/EEI/UI0127/2014, (IEETA/UA), and CMUP-ERI/FIA/
0031/2013 (VR2Market, by CMU-Portugal program). S. Brás acknowl-
edges the Postdoc Grant from FCT, ref. SFRH/BPD/92342/2013.

References

[1] Foteini Agrafioti and Dimitrios Hatzinakos. ECG biometric analysis
in cardiac irregularity conditions. Signal, Image and Video Process-
ing, 3(4):329–343, 2009. ISSN 1863-1703.

[2] David Pereira Coutinho, Hugo Silva, Hugo Gamboa, Ana Fred, and
Mário Figueiredo. Novel fiducial and non-fiducial approaches to
electrocardiogram-based biometric systems. IET biometrics, 2(2):
64–75, 2013. ISSN 2047-4946.

[3] Ary L Goldberger, Luis A N Amaral, Leon Glass, Jeffrey M Haus-
dorff, Plamen Ch. Ivanov, Roger G Mark, Joseph E Mietus, George B
Moody, Chung-Kang Peng, and H Eugene Stanley. PhysioBank,
PhysioToolkit, and PhysioNet : Components of a New Research Re-
source for Complex Physiologic Signals. Circulation, 101(23):e215–
e220, 2000. ISSN 1524-4539.

[4] Steven A Israel, John M Irvine, Andrew Cheng, Mark D Wiederhold,
and Brenda K Wiederhold. ECG to identify individuals. Pattern
recognition, 38(1):133–142, 2005. ISSN 0031-3203.

[5] Eamonn Keogh, Stefano Lonardi, and Chotirat Ann Ratanamahatana.
Towards parameter-free data mining. In Proceedings of the tenth
ACM SIGKDD international conference on Knowledge discovery and
data mining, pages 206–215. ACM, 2004. ISBN 1581138881.

[6] Jessica Lin, Eamonn Keogh, Stefano Lonardi, and Bill Chiu. A sym-
bolic representation of time series, with implications for streaming
algorithms. In Proceedings of the 8th ACM SIGMOD workshop on
Research issues in data mining and knowledge discovery, pages 2–11.
ACM, 2003.

[7] Ikenna Odinaka, Po-Hsiang Lai, Alan D Kaplan, Joseph A
O’Sullivan, Erik J Sirevaag, and John W Rohrbaugh. ECG biomet-
ric recognition: A comparative analysis. Information Forensics and
Security, IEEE Transactions on, 7(6):1812–1824, 2012. ISSN 1556-
6013.

[8] Armando J Pinho and Paulo Jorge S G Ferreira. Image similarity
using the normalized compression distance based on finite context
models. In Image Processing (ICIP), 2011 18th IEEE International
Conference on, pages 1993–1996. IEEE, 2011. ISBN 1457713047.

[9] Armando J Pinho, Paulo J S G Ferreira, António J R Neves, and Car-
los A C Bastos. On the representability of complete genomes by
multiple competing finite-context (Markov) models. PloS one, 6(6):
e21588, 2011. ISSN 1932-6203.

2

21st Portuguese Conference on Pattern Recognition

39



A 3D Parametric Model for Breast Data

Hooshiar Zolfagharnasab
dee12012@fe.up.pt

Jaime S. Cardoso
jaime.cardoso@inescporto.pt

Hélder P. Oliveira
helder.f.oliveira@inescporto.pt

Faculdade de Engenharia, Universidade do Porto
Rua Doutor Roberto Frias, S/N, 4200-465
Porto, Portugal
INESC TEC
Campus da FEUP, Rua Doutor Roberto Frias, 4200-465
Porto, Portugal

Abstract

Breast cancer is the most common cancer disease among females. There-
fore any deformations in the breast shape resulted from treatment, im-
pacts patients’ quality of life given the importance of breast as a femi-
nine symbol. Using techniques such as parametric modeling, enable sur-
geons to model 3D breast shape virtually. Such parametric model can
be used in Surgery Planning Tools in order to follow up the shape of
breast after applying different deformation. This framework can help not
only to improve the surgical skills of surgeons to perform surgeries with
better cosmetic outcomes, but also to increase interaction between pa-
tients and surgeons in the moment of discussing what procedure needs to
be performed. In this paper, two different methodologies of parametric
modeling are compared. Quantitative analysis indicates that Free-Form-
Deformation methodology (FFD) presents better parametric models than
Physical Modeling methodology.

1 Introduction

Nowadays, breast cancer is the most common cancer among women ac-
counting for near %23 of all cancers. The tumor characteristics (including
position and size of tumor, diagnosing time, etc.) defines the appropriate
surgery approach [8]: mastectomy in which total tissues of the breast are
removed, resulting in huge deformation of the breast, and lumpectomy
which is known as BCCT in which just the tumor and a thin layer of
healthy surrounding tissue are removed. Similar survival rates of both
surgeries motivate surgeons to perform BCCT to prevent major breast de-
formations [5].

Recent researches have been focused on the effectiveness of Plan-
ning Tool on the cosmetic outcome of surgeries [9]. The initial step of a
planning tool called parametric modeling, transforms the input data into a
mathematical model. In this work, we will test two different methodolo-
gies of parametric modeling proposed in [6] and [2].

The main objective of a parametric model algorithm is the conversion
of a set of 3D points into a mathematical model which expresses the breast
shape. Thus, surgeons can modify this parametric model with different
deformations in order to define new breast shapes.

The rest of this paper is structured in 4 more sections. Within section
2, required background of parametric modeling will be studied. While
the availability of FFD in parametric modeling is studied in section 3,
its implementation and comparison with a state-of-the-art algorithm is
discussed in section 4. Finally, overall discussions are wrapped up in
section 5, as conclusion.

2 Background

The main requirement of a planning tool can be fulfilled with a parametric
model. Highlighting such necessity, Balaniuk et al. [1] combined both
virtual reality approaches and soft tissue modeling methods to simulate
reconstruction or augmentation surgeries using 3D tools.

Later, Ruiz et al. proposed a method to create a surface to be fitted to
data by satisfying the Nyquist-Shannon criteria. They came to solve the
minimization problem (which is defined based on residual error between
the surface and the data,) is solved by the Gauss-Newton iterative method
to approach the surface to the data iteratively [7].

In many computer vision problems, it is tried to find a smooth surface
which can be fitted to an unstructured data. the use of NURBS is one of
that possible solutions. Besides, it can fulfill the requirement of paramet-
ric modeling [4]. Beginning with the Physical Deformation methodology

by [6], we briefly explain the application of fitting algorithms in para-
metric modeling. Then in the following, the idea of using FFD which is
proposed in [2], will be studied.

2.1 Pyisical Deformation

The fitting methodology is another approach within the purpose of para-
metric modeling. In this regard, Physical Deformation methodology (PD)
[6] is proposed to perform the fitting by changing implicit parameters of
a curve (or a surface) to be fitted to the data. Within this algorithm, a su-
perquadric model is adopted, with parameters to model five major features
of the shape of the breast, including sagging, horizontal deviations, and
convexity/concavity of the top half of the breast. Initial implicit model
parameters are set up with experimental values to describe deformation
of a typical breast. During an iterative fitting procedure, the initial values
are changed in order to decrease the distance between model and breast
data.

2.2 Free-Form Deformation

Starting from a superquadrics model, the algorithm in [2] first tries to fit a
superellipsoid model to an input 3D breast data, and then by using FFD,
it deforms the fitted superellipsoid to be as similar as it can be (based on
optimization criteria) to the input data.

Defined in the implicit format, superquadrics form a family of im-
plicit quadric surfaces.

F(x,y,z) = (((
x
a1

)
a

ε2 +(
y

a2
)

a
ε2 )

ε2
ε1 +(

z
a3

)
2

ε1 )
ε1
2 (1)

Considering the parameterization of a sphere in spherical coordinate,
the function can be written as:




x = cosη cosω − π
2 < η < π

2
y = sinη cosω −π < ω < π
z = sinη

(2)

If the steps between the grids of η and ω are constant, points are
distributed uniformly on the sphere. Then, in two steps, it is tried to
redefine the function of superellipsoid from the sphere, so that the dis-
tribution of points are kept uniform after redefinition. Considering these
steps, conversions from an square to ellipsoid and then superellipsoid can
be formulated as:

xe = a1x;ye = a2y;ze = a3z (3a)
xs = ρxe;ys = ρys;zs = ρzs (3b)

new formulation can be defined as:

ρ = (((|cosη cosω|)
a

ε2 +(|sinη cosω|)
a

ε2 )
ε2
ε1 +(sinη)

2
ε1 )

ε1
2 (4)

Calculating ρ , xs , ys and zs regarding to the values of the determined
domain over [− π

2 ,
π
2 ]× [−π,π] will result in new parameterization of the

superellipsoid.
Benefiting from the light computation, the fitting algorithm of [2]

aims to change the superellipsoid parameters in order to minimize the
Euclidean distance between the input data and the model. Since there
might not be a specific set of parameters to fit the quadric model on the
point cloud completely, such problem can be categorized as a least-square
issue. Defining F̂ as the function to generate the superellipsoid, the claim
of F̂ = 1 can be considered, thus the best set of parameters to minimize
the equation in 5 can be computed using the derivative of E.

E(A) =
N

∑
i=1

[1− F̂(xd ,yd ,zd ,a1,a2,a3,ε1,ε2,φ ,θ ,ψ, t)]2 (5)
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This equation can be presented in an easy form such as:

X = BP (6)

Where P is a matrix containing the control points of the grid, X is
parametric model points and B is the deformation matrix. Deformation of
superellipsoid is followed by relocating the control points, shown in Fig-
ure 1, at the beginning and end of each edge of grid. Considering the δX
as the displacement field between original point cloud and superellipsoid,
using a linear equation system we can write:

δX = BδP (7)

Figure 1: Superellipsoid surrounded by control grid

Within iterative steps, the points on the superellipsoid are approached
to the original point cloud by solving following minimization equation:

minp||BP−X ||2 := minδP||BδP−δX ||2 +α
NP

∑
j=1

∑
j′
||Pj −Pj′ ||2 (8)

Where j
′
corresponds to the neighbors of P and NP indicates the num-

ber of control points. The second term is an internal energy corresponding
to the insertion of a zero-length springs between control points, that is be-
ing regularized by the weight of α . Such equation can be solved using
singular value decomposition of the matrix B.

3 Implementation and Results

The two discussed methods in [2] and [6] were implemented using OpenCV
in C++ and Mathworks MATLAB 2015a, respectively. Also the meth-
ods were compared based on Error Distance between input data and the
model. It is important to notice that bi-directional error distances are re-
ported hence the two sets contained different number of points. We used
a dataset of 70 3D breast models, obtained by the 3D reconstruction al-
gorithm proposed in [3]. The mentioned 3D reconstruction algorithm is
based on a rigid ICP method to reconstruct 3D breast models from Mi-
crosoft Kinect data. Average fitting errors (Euclidean and Hausdorff) to-
gether with standard deviations are reported in Table 1. Also average
number of iterations to reach to stop criterion is reported for each algo-
rithm. Note that since the compilers of each implementation is different,
time comparison cannot lead to exact conclusion.

Reported results indicate that the FFD approach performs better fit-
ting than methodology of [6] since it presents smaller error distances,
while number of required iterations are almost the same. The reason
should be searched in the number of parameters. While in the method-
ology of [6], at most 20 parameters have been defined to be changed iter-
atively, methodology of FFD performs the fitting with number of parame-
ters equal to the number of control points. In the current implementation,
a cube of 7×7×7 points were defined, which provides enough flexibility
for FFD method to fit initial superellipsoid to the data, comparing to at
most 20 parameters of Physical Deformation methodology.

Besides numerical analysis, visual comparisons are available in Fig-
ure 2, indicating better fitting based on methodology of [2].

Figure 2: Visual comparison of two different parametric model recon-
structions; Left: Initial breast pointcloud, middle: parametric model of
methodology proposed in [6], right: parametric model of the proposed
methodology in [2]

4 Conclusion

Putting all together, parametric modeling is a technique which converts
input data into a mathematical model. Mentioning the importance of a
parametric modeling in a planning tool, two methodologies (FFD and
Physical Model) have been studied and it was shown FFD presents better
results based on both numerical and visual analyses.

Acknowledgment

This work is financed by the European Community’s Seventh Framework
Programme [grant number FP7600948] and by Fundação para a Ciência
e a Tecnologia within PhD grant number SFRH/BD/97698/2013, and by
the FCT within project UID/EEA/50014/2013.

References
[1] R. Balaniuk, I. Costa, and J. Mello. Cosmetic breast surgery simulation. In

Proc. the VIII Symposium on Virtual Reality (SVR), 2006.
[2] E. Bardinet, L. D. Cohen, N. Ayache, S. Smith, J Paul Siebert, S. Oehler,

X. Ju, and A. K. Ray. A parametric deformable model to fit unstructured 3d
data. Computer Vision and Image Understanding, 71(1):39–54, 1998.

[3] P. Costa, J. P. Monteiro, H. Zolfagharnasab, and H. P. Oliveira. Tessellation-
based coarse registration method for 3d reconstruction of the female torso. In
Bioinformatics and Biomedicine (BIBM), 2014 IEEE International Conference
on, pages 301–306. IEEE, 2014.

[4] N. Leal, E. Leal, and J. W. Branch. Simple method for constructing nurbs
surfaces from unorganized points. In Proc. the 19th International Meshing
Roundtable, pages 161–175, 2010.

[5] H. P. Oliveira, J. S. Cardoso, A. Magalhães, and M. J. Cardoso. Methods for
the aesthetic evaluation of breast cancer conservation treatment: A technolog-
ical review. Current Medical Imaging Reviews, 9(1):32–46, 2013.

[6] D. Pernes, J. S. Cardoso, and H. P. Oliveira. Fitting of superquadrics for breast
modelling by geometric distance minimization. In Proc. the 8th IEEE Inter-
national Conference on Bioinformatics and Biomedicine, 2014.

[7] O. Ruiz, S. Arroyave, and D. Acosta. Fitting of analytic surfaces to noisy point
clouds. American Journal of Computational Mathematics, 3(1):18–26, 2013.

[8] American Cancer Society. Breast cancer facts and figures 2011-2012. Ameri-
can Cancer Society (ACS)., 2012.

[9] H. Zolfagharnasab, J. S. Cardoso, and H. P. Oliveira. 3d breast parametric
model for surgery planning-a technical review. In Proc. the 22nd Portuguese
Conference on Pattern Recognition, pages 85–86. APRP, 2013.

Table 1: Bidirectional distance error (Euclidean distances) of the two compared methodologies: [2] and [6]. Note that M stands for model and input
data is labled with GT .

Method
Distance Error

(M → GT )
Distance Error

(M → GT )
Hausdorff
(M → GT )

Hausdorff
(M → GT )

Time
(s)

No. of
Iterations

Stop Criterion
(Euclidean Distance)

Physical
Model

µ 0.02840 0.04000 0.15560 0.31580 12
8.7 0.0015σ 0.00450 0.00660 0.03170 0.07460 16

Superellipsoid
+ FFD

µ 0.00131 0.00170 0.00763 0.01343 3001
10.42 0.0015σ 0.00008 0.00025 0.00152 0.00483 1445
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Abstract

Human specific regions are DNA segments that are unique or share high
dissimilarity rates relatively to close species, namely primates. Their ex-
istence is important to localize evolutionary traits that are often related to
novel functionality, besides its obvious discriminative ability.

We propose an unsupervised method, and an associated tool, to detect
and visualise these regions. It is based on the detection of relative absent
words (RAWs), using a probabilistic high depth model. The experimental
results show several regions that are associated with documented human
specific regions, namely centromeres and several genes, such as those
related with olfact. However, it also shows several undocumented ones,
that may express trends in human evolution.

1 Introduction

Relative absent words (RAWs) are sub-sequences that do not occur in
a given sequence (the reference), but do occur in another sequence (the
target). Consider a target sequence,x, and a reference sequence,y, both
from a finite alphabetΘ. We say thatβ is a factor ofx if x can be expressed
as x = uβv, with uv denoting the concatenation betweenu and v. We
denote byWk(x) the set of allk-size words (or factors) ofx. Also, we
represent the set of allk-size wordsnot in x asWk(x). For eachk-size
word, we denote the set of all words that exist inx but do not exist iny by

Rk(x, ȳ) =Wk(x)∩Wk(y) (1)

and the subset of words that are minimal as

Mk(x, ȳ) = {β ∈Rk(x, ȳ) : Wk−1(β)∩Mk−1(x, ȳ) = /0}, (2)

i.e., a minimal absent word of sizek cannot contain any minimal absent
word of size less thank. In particular,lβr is a minimal absent word ofx,
wherel andr are single letters fromΘ, if lβr is not a word ofx, but both
lβ andβr are ([6]).

Although minimal absent words have been studied before to describe
properties of prokaryotic and eukaryotic genomes and to develop methods
for phylogeny construction or PCR primer design [3, 9], their pratical us-
age for differential analysis is relatively new. Recently, we have proposed
this approach, exploring the non-empty setMk(x, ȳ) corresponding to the
smallestk, referred to as minimal relative absent words (mRAWs), in an
application related to the ebola virus [7].

In this paper, we focus on finding large RAWs, with the aim of de-
tecting human regions that are unique (with high probability), relatively
to several primates. Hence, we are interested in creating a model of one
or more reference sequences, to detect sub-sequences that are present in a
target. To achieve this goal, we use ak-mer model with high depth (tipi-
cally k = 30), that is efficiently implemented using Bloom filters. There-
after, the unique regions, that are filtered and segmented using a threshold
value, are presented in a map. A tool, with the implementation of the
unsupervised method, is freely available.

2 Method

If one uses a binary vector to store all the possible entries indicating if
a certaink-mer exists or not in the sequence, we would use 4k bits. For
k = 30, we would need 131,072 TeraBytes of memory, which is imprac-
ticable on current computers. A data structure such as a hash table for

implementing such a model would certainly be more reasonable, but the
memory becomes dependent on the number of inserted elements. More-
over, for the volumes of data that we usually need to deal with, it still
implies high memory requirements.

A third option is a probabilistic data structure, namely a Bloom fil-
ter [1], which trades space resources by precision. Notwithstanding, the
usage of a very large Bloom filter (with the number of hash functions op-
timized), can give very high probabilities of becoming very similar to de-
terministic. Because, for this case, we do not need very large lengths and
precise results, since we want to find regions (RAWs) and not mRAWs,
this seems the most efficient choice.

For using a Bloom filter, we set a vector of dimensionm and the
number of hash functionsh, obtaining a balance that is also related with
the number of elements that are filtered,n. Asymptotically, for a given
m andn, the value of the number of hash functions that minimizes the
probability of false positives is given by

h =
m
n

ln2, (3)

that can be re-written as

2−h ≈ 0.6185m/n. (4)

The more elements that are added to the set, the larger the probability of
false positives. Givenn and a desired false positive probabilityp (assum-
ing that the optimal value ofh is used), we can find the required number
of bits m using

m =− n ln p

(ln2)2
. (5)

This means that, asymptotically, for a given false positive probabilityp,
the lengthm of a Bloom filter is proportional to the number of elements
being filtered,n. For finite values, the false positive probability for a finite
Bloom filter with m bits,n elements andh hash functions is, at most (see
[2] for more details),

(
1− e−h(n+0.5)/(m−1)

)h
. (6)

This method allows whole genome analysis usingTn targets andRn

references. To solve this, we write to disk each RAW detected fromRi
in relation to eachTi. Next, for eachTi, the RAWs are considered only if
they exist in allRi. A file containing the whole genome RAWs in relation
to eachTi is stored (these are the unique regions).

An example of the method, from the sequences to the maps, using
three reference sequences and one target is depicted in Fig. 1. ForTn

targets, the process is repeatedn times. Moreover, when using inverted
repeats, the reverse complemented sequence is also loaded into memory
(for the same reference model).

For visualising the unique regions, after low-pass filtering of a binary
sequence containing the presence/absence of RAWs, a threshold is used
to segment the regions and then they are presented in a visual map (see
Fig. 1 for an example).

We have created a fully automatic tool (CHESTER), written in C
language, with the implementation of the unsupervised method. It is
available athttp://github.com/pratas/chester, under GPL-
2, and can be applied to any genomic sequence, in FASTA, FASTQ or
SEQ (ACGTN) formats.

In Fig. 2, we show the results of running the tool against several syn-
thetic sequences, used to better illustrate the method. As can be seen,
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Figure 1: Visual description of the method. The genomic sequences con-
tained in the filesR1, R2 andR3 are independently processed against
a target,T1. From each computation a binary sequence is generated,
B1, B2 andB3, describing the presence/absense of a RAW according to
the order ofT1. Next, the binary files are merged using a logic or (∨),
B1 ∨ B2 ∨ B3 and the result isJB1. TheJB1 sequence is then low-
pass filtered, resulting in the real sequence described asJBF1. Finally, a
threshold (line in red) is used to segment the information contained in the
JBF1, where each segmented region is represented in the RAWs map.

Figure 2: Running CHESTER using several synthetic sequences. Blocks
A1 andB2 have been edited according to the functions refered on the
left. FunctionS stands for a substitution mutation of the input block with
the defined percentage. FunctionRC applies the reverse complement of
the input. CHESTER running parameters are defined on the right, using
a threshold of 0.5 and ak-mer size of 16, while only the bottom map
has been run using inversions. The blue color on the computed maps
represents the unique regions according to the RAWs.

the method identifies as novel the regions that are mutated (A1) and also
the inversions (B2). When the tool runs with the “-i” parameter (handle
inversions), these where successfuly not reported. When dealing withse-
quenced data, the sequences might have several inverted regions dueto
errors of assemblage or sequencing. As we have shown in Fig. 2, this
method is prepared to overcome those limitations.

3 Experimental results

In the experiments with real sequences we used: reference human genome
(GRC-38) [4]; reference chimpanzee genome (2.1.4); reference gorilla
genome (3.1); reference orangutan genome (2.0.2). The sequences were
downloaded from the NCBI. The Y chromosomes of gorilla and orangutan
have not been yet sequenced and therefore they are not present. On the
other hand, we have included the unlocalized, unplaced and mitochondrial
sequences, in order to bypass most assembly challenges.

We ran CHESTER on those sequences, obtaining the map displayed
in Fig. 3. The larger blue areas identify the centromeres, correspond-
ing to very repetitive DNA. The smaller areas contain several genes and
pseudogenes (genes that are not expressed [8]) associated, forinstance,
to immunology, blood, smell and brain. Besides, there are several iden-
tified motifs in these regions (on the NCBI and Ensemble) that, although
considered of importance, their nature has not yet been understood.

Of those sub-sequences which are less understood, we highlight HCP5
HLA complex P5, MAFK, GALNT9, OR11H12, OR11H11, SHOX short
stature homebox. For example, on human chromosome 14 the OR11H12

Figure 3: Human specific region (chromosomal) maps relative to the
chimpanzee, gorilla and orangutan using CHESTER witht = 0.6 and
k = 30. The blue strips represent the relative unique regions.

olfactory receptor is a gene associated with olfactory receptors that inter-
act with odorant molecules in the nose, to initiate a neuronal response that
triggers the perception of a smell. These findings are confirmed by other
recent studies that show the loss of olfatory function only in the hominid
evolution and therefore the consequent genomic sequence alteration [5].

4 Conclusions

RAWs are unique words that appear in a sequence and nowhere in other
sequence. Their fundaments have been used recently in personalized
medicine scenarios using minimal absent words. In this paper, we fol-
lowed a different line, exploring high orders and whole genome analysis,
proposing a method and an associated tool (CHESTER) to detect and vi-
sualise RAWs. These regions are associated with relative whole genome
uniqueness, namely with centromeres and recent evolutionary traits that,
relatively to several primates (chimpanzee, gorilla and orangutan), are
specific to humans.
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Abstract

In this work is presented a preliminary study concerning the automatic
segmentation of anatomic structures in ultrasound images of the second
metacarpophalangeal joint (MCPJ). These structures are known to be the
first to be affected by rheumatic diseases. The objective is to create a
system to identify these changes, in order to detect pathologies and do
the follow up patients under treatment. Results proved that the automatic
segmentation is possible, however more precise methods are needed to
reduce errors.

1 Introduction

Rheumatic diseases are the main cause of long-term pain in the devel-
oped countries, which makes them a critical social, health and economical
problem [3]. Due to its main advantages, ultrasounds are now being used
in rheumatology to diagnosis and evaluate rheumatic diseases in early
stages. The study of small joints using ultrasound imaging is accepted as
a way to diagnosis and follow-up several rheumatic diseases [3]. To our
knowledge there is no system to quantify changes in this images. A sys-
tem of this nature could help rheumatologist in the follow up of patients
under treatment, turning it more objective.

1.1 Second Metacarpofalangeal Joint - MCPJ

The aim of this work is to automatically identify the structures present in
the MCPJ ultrasound images. In Figure 1 is shown the exam apparatus
and the result image. The main structures present in these images are the
metacarpus (Figure 1 - M), the phalange (Figure 1 - P) and the extensor
tendon (Figure 1 - T). Given this, we divided the problem in two parts,
bone segmentation and tendon segmentation. Next, the methods used to
segment each structure are presented and after that the results and conclu-
sions.

Figure 1: Ultrasound image of the second metacarpophalangeal joint. In
the left is shown the probe position and in the right the resulting image.
SL-Skin Line; T-Tendon; M-Metacarpus; P-Phalange. (Structures appear
above the respective letter)

2 Proposed Work

2.1 Metacarpus and Phalangeal Bones

The metacarpus and phalange are two bones of the hand. In ultrasound
images their appearance is similar, and that’s the main reason to use the
same segmentation method to identify them. Visually they are charac-
terized as bright horizontal structures, due to high reflectance of the ul-
trasound waves. The technique used in the bone detection was based on
active contours, more precisely, the technique described in [2], LAC -
Local Active Contours. This method starts from a coarse segmentation
and, iteratively, refine it until a more precise segmentation is achieved.
Active contours methods are based in two energies, one referent to the
image itself and the other referent to the expected shape of the object.
These energies are known, respectively, as external and internal energy
and both are responsible for the movement of the contours in each iter-
ation, so that their sum is minimized. The external energy is normally
associated to the image gradients and the internal energy associated with
the line that defines the contours. In the LAC method, these energies
are calculated locally, allowing a natural adaptation to non-uniformities
of the background. This characteristic is useful because, in these images,
the background is different along the image. For instance, the background
in the joint capsule area is darker than the background of the peripheral
zones, Figure 1.

Figure 2: Metacarpus and Phalange segmentation steps. {A, B, C} - LAC
iterations and D - Final result

The proposed method starts with the trimming of the bottom half of
the image, followed by a downsampling by a factor of 2. This step re-
duces the amount of information to be processed without interfering with
the overall segmentation performance. Next, a coarse segmentation is
performed, we look vertically for horizontal bars with high values of in-
tensity, and the one with higher intensity is set as foreground and the
others as background. After, the LAC algorithm is used to improve the
segmentation, Figure 2 - {A, B, C}. The external energy was calculated
in relation to the image gradients, and the internal energy was associated
to the first derivative of the line formed with the pixels of the contours.
The parameters selected were the number of iterations, and the neighbor-
hood radius of the local component, which were set, respectively, to 800
iterations and 5 pixels. The resulting mask is up-sampled to the original
size and artifacts are removed (small structures). At last, the upper line
is extracted from the resulting mask, Figure 2 - D. At this point, we ex-
pected to have 2 main lines, one representing the metacarpus and other
the phalange. To separate them we only assume that the metacarpus is the
one in the left and the phalange the one on the right. In some images the
algorithm returns 3 structures, this is due to discontinuities in the bone,
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as in the case of osteophytes. In these cases the structure in the middle is
connected to the closest structure.

2.2 Extensor Tendon

The extensor tendon is a horizontal continuous dark line, bellow the skin
line and above the metacarpus and phalange, Figure 1 - T. To identify the
tendon was necessary to implement a preprocessing stage, due to low con-
trast. After a literature review, the phase symmetry was chosen [1]. This
technique use Gabor filters to enhance valleys and hills like structures in
different scales and orientations. The concept of phase symmetry method
arrives from the fact that the valleys and hills have a symmetry line, which
corresponds to their lower/higher points.

Figure 3: Diferent steps of the tendon segmentation

This characteristic is used to enhance the tendon, given its similarity
to a valley. The enhanced image is then used to detect all horizontal lines.
All these lines are considered candidates, figure 3 - A. At this point the
number of candidates is still high, and with a lot of noise. To reduce the
false candidates was used a filter and merge technique. First, lines with a
slope higher than 30◦ are removed, figure 3 - B, then the small lines are
also removed and, after that, the extremes of each line are connected, if
they have other extreme close to it, figure 3 - C. The remaining lines are
smoothed before another step of filtering and merging, figure 3 - {D, E,
F}. From the resulting image, the two bigger lines are selected and the
one below is considered to be the tendon figure 3 - G. This criteria was
used because in most of the cases the superior line was the interface of
the skin line with the ultrasound probe.

3 Results and Discussion

The proposed algorithms were tested on a set of 164 images, with ground
truth validated by a rheumatologist. In table 1 the results obtained for
each structure are shown. The metric used was the sensitivity and the
specificity, to test the capacity to detect the structures and exclude out-
liers. This results were obtained by comparison between the manual and
automatic segmentation, pixel by pixel and assuming only vertical cor-
relations, for instance, if a given column has a pixel that belong to the
manual and automatic segmentation, it is assumed to be a true positive.

Table 1: Sensitivity and Specificity obtained for each structure
Metacarpus Phalange Tendon

Sensitivity 92.36 95.00 89.81
Specificity 90.90 92.26 50.70

Looking at the results is possible to see that the metacarpus and pha-
lange results were similar. This result was expected because the method
used was the same and their characteristics are similar. The results ob-
tained for the tendon were inferior, with a specificity of 50%. This result
is due to the fact that the algorithm used forces the existence of tendon
along all image. This assumption is anatomically valid, but it is not al-
ways visible in the US image, because of poor positioning of the probe.
One possible reason for the low specificity values in tendon segmenta-
tion is related with the ground truth definition, where only visible tendon

was identified. Another important aspect to take into consideration is the
average segmentation error. The measurement of the error was made ver-
tically using the Euclidean distance. If this distance was smaller then a
given error it was considered a true positive, otherwise it as considered a
false negative. The error was plotted with the sensitivity, in order to have
a better viewing of the confidence interval for each error.

Figure 4: Segmentation error for each detected structure

Once again, the segmentation of the metacarpus and the phalange led
to similar errors; around 80% of the structures were segmented with an
error smaller than 3 pixels (considered an acceptable error, corresponding
to 0.16mm). Regarding the tendon 73% of the structures were segmented
with an error below 10 pixels. This result is outside the expected limits,
so further work must be done.

4 Conclusions

A new technique for the segmentation of the metacarpus, phalange and
extensor tendon in images of the second MCPJ was proposed. The results
obtained proved that is possible to automatically identify these structures.
Nevertheless, results need to be improved since they are still below the
expected. This preliminary study can be used as a starting point to other
works, because the tendon segmentation is still an open problem. The pro-
posed phase symmetry preprocessing allowed the use of a simple segmen-
tation approach that, despite its simplicity, proved to work in most cases.
In the future a line fitting approach will be tested in the segmentation of
the tendon, using the bone segmentation to extract statistic information
about the possible position of the tendon (like minimum, mean and max-
imum distance from bone to tendon). This way we expect to reduce the
area of interest and enhance the results.
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Abstract

Medicine has evolved substantially since Hippocrates. This change may
be largely perceived throughout the availability of technical advances, but
it also expresses a paradigm shift triggered not only by better comprehen-
sion of the diseases but also the perception we have of its impact.

A case in point is breast cancer, the most common cancer both in
developed and developing regions, which treatment techniques result in
several impairments, and, consequently, contribute to a decreased quality
of life. While the assessment of the oncological outcome of the treatment
can be easily objectively quantified, the same does not withstand for func-
tional aspects closely related to quality of life. Though some methods for
monitoring and assessing do exist, an integrated approach able to achieve
early detection, promote risk-reduction and self-management, while en-
gaging the patient in an appropriate follow-up strategy, is still missing.

The objective of this work is to identify potential contributions in need
for the development of future breast cancer survivors (BCS) surveillance
programs, trying to expound on the aspect of digitally enabled healthcare
resources as engagement tools while seeking to contribute to the develop-
ment of an effective personalized, prospective medicine program.

1 Introduction

Surgical treatment of breast cancer has been evolving. Obligatory mastec-
tomy has been replaced by a well-established trend towards the adoption
of breast-conserving approaches. The aim of breast cancer conserving
treatment (BCCT) is to be as effective as mastectomy in terms of onco-
logical outcome while promoting better cosmesis, better self-esteem and
less psychological morbidity. This change is largely due to the availabil-
ity of technical advances in terms of therapeutic methodologies, but it also
expresses a paradigm shift triggered by better comprehension of both the
disease and the perception we have of its impact [20].

As BCS are living longer, the adverse effects resulting from the can-
cer treatment are more frequent. Upper body morbidity (UBM) (e.g.
decreased range of motion, muscle strength, pain and lymphedema) are
among the most prevalent side effects ([14], [17]). While the assessment
of the oncological outcome of the breast cancer treatment (BCT) can be
easily objectively quantified by disease-free and overall survival rates, the
same does not withstand for functional aspects closely related to quality
of life (QOL). Assessment of BCS symptoms and health-related quality
of life (HRQOL) outcomes are usually made using patient-reported out-
come (PRO) questionnaires, that quantify significant outcome variables
from the patient’s perspective ([4], [16]). However, there are no uniform
standardized objective assessment criteria for assessing the upper body
function (UBF) in BCS [14]. Furthermore, it has yet to be determined
which clinicians (breast cancer specialists, family practitioners, rehabili-
tative clinicians) are formally responsible for the diagnosis, treatment and
management of survivors’ UBM related care needs [17], thus enhancing
the need of a proper UBF assessment tool that enables a more active role
of the patient.

Hereupon, this work presents a brief contextualization of a framework
outline for the future development of digitally-enabled engagement tools
within prospective surveillance model for BCS.

2 Background and Related Work

2.1 Lymphedema and UBF Impairments

Regarding lymphedema alone, it has been estimated that over 1 million
BCS in the United States [14] and 10 million women worldwide [17] may

meet the criteria for breast cancer-related lymphedema (BCRL). Lym-
phedema is a swelling condition, resulting from lymphatic ablation com-
monly associated with BCT. Women who have undergone BCT are at
risk of developing BCRL during their lifetimes, which impacts on differ-
ent dimensions of a woman’s QOL, including her physical, psychologi-
cal, and emotional well-being [9]. Clinical assessment of the condition is
usually performed by evaluation of the difference in volume between the
operated side and the other, or, against a pre-operative measurement. Al-
though there is a lack of consensus for standardized protocols in regard to
measurement techniques [14], objective methods include bioimpedance
spectroscopy, arm circumferences, water displacement or lymphoscintig-
raphy. More recently a Kinect-based system was proposed and evaluated
for the purpose of estimating upper-limb volume [3].

It is, however, possible to identify other aspects of interest to further
evaluate function that may not be necessary related with BCRL, that result
in limitations in activities of daily living. Arm/shoulder mobility, usually
assessed by goniometer-based measurements of flexion, is an objective
measure of UBF that has been used in the breast cancer rehabilitation.
More recently, several studies proposed the use of Kinect for UBF as-
sessment, trough estimation of reachable workspace based on hand and
shoulder trajectories point clouds ([7], [12]).

2.2 Serious games as digitally-enabled engagement tools

Besides UBF assessment itself, recently proposed prospective surveil-
lance model for BCS [19] highlight the importance of monitoring for
functional and physical impairment commonly associated with BCT. Such
concern has been recurrently reiterated ([14], [17]). It can also be noted
that since adverse effects can occur years after BCT, long-term follow-
up strategies and objective widely available assessment methods are pre-
sented to be in need to materialization of such surveillance.

In this sense, growing trends of the quantified-self movement, per-
sonal health records tools dissemination and interactive video games that
combine physical exercise with game-play and have a primary purpose
other than entertainment [1] present themselves as currently active re-
search lines with great potential [5]. While there are several games that
include serious topics (e.g. [13]), the inclusion of serious game elements
is not yet enough to induce learning or real-world action [18]. Recently
proposed cognitive behavioural game design (CBGD) framework sug-
gests that such real-world behaviour change in the player should be ac-
complished trough incorporated into game design the use of elements in
social cognitive theory (SCT) and multiple intelligences (Mis) theory in
an enjoyable way via the use of in-game libraries.

More broadly, engaging patients in their healthcare can be recognized
as a growing trend that also reflects the increasing world population with
chronic disease ([15]). However, although the concept of patient engage-
ment being increasingly presented as yielding great potential to improve
healthcare, many gaps can be identified for the latter to be achieved, start-
ing by defining the concept of patient engagement itself [6]. This term
may not only be used to refer to different types of interactions between
patients and health care systems but also it is possible to find different
terms with overlapping definition (i.e. patient activation, patient involve-
ment, patient participation, patient adherence, patient empowerment and
patient compliance). As presented in [6] a systemic conceptualization of
the patients’ role in healthcare is presented. In the aforementioned work
of Graffigna et al. [6] it is also described the Patient Health Engagement
Scale (PHE-scale), a measure of patient engagement grounded in psycho-
metric methods. Patient Activation Measure (PAM) [8] should also be
mentioned as a concurrent measure, although the concept of activation is
more limited to the situation of a doctor-patient consultation.
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3 Serious Games for Breast Cancer Survivors

Regarding lymphedema and UBF impairments, besides no uniform stan-
dardized objective assessment criteria has found, it was shown that some
patients develop symptoms of BCRL without objective changes in arm
circumference, indicating that clinical measurements may underestimate
its incidence and impact [16]. Other than that, the correlation of such
limitations with HRQOL has not been systematically evaluated [4]. Fur-
thermore, current models of the shoulder and upper limb still present lim-
itations as tools for robust UBF analysis with clinical relevance [2].

Although engaging patients in their healthcare can be recognized as
a current trend, methods for clinical and at home use to eliminate biases
and recall inaccuracies from self-report data, as well as achieve early de-
tection, promote risk-reduction and self-management procedures are still
missing [11]. Although multiple works have been recently published, ex-
amination of the efficacy of intervention to the individual patient needs
is still missing. Overall, despite engagement being considered a valuable
resource, research on patient engagement technologies regarding impact
on health outcomes has been limited [15].

In line with the aforementioned discussion, this work proposes that
an integrated approach for BCS physical impairments early detection, in-
tegrated evaluation of surgical outcome and self-management promotion
should be comprised of two following main elements:

3.1 Objective evaluation of functional outcome after BCT

Within this first part, the purpose is at providing measures of the outcome
after particular treatment options to the clinicians, in order to them not
only to perform a better informed decision in future treatments, but also
enable improved BCS follow-up. This is to be accomplished through the
over time assessment of such quantities as circumferential arm measures,
range of motion but mainly the apprehension of the prescribed exercise
performance. Highlight here the challenges related with quantification of
current rehabilitation procedures and identification of functional impair-
ments that precede more advanced states of UBM.

In that manner, recent computer vision and machine learning meth-
ods present great potential, given the availability of off-the-shelf marker-
less sensors that full-fill requirements of low cost, easy and widespread
use [10]. Nonetheless, given the necessity of high precision of measure-
ments of not only upper body joints position and orientation but also ob-
jects with changing appearance in cluttered and occluded scenes, the tasks
of model and assess the upper extremity functional capability in respect to
BCS in a unconstrained manner, should be regarded as an open challenge.

3.2 Serious games tailored for BCS

In order to promote early detection of UBM, education on risk-reduction
and self-management habits through the application of serious games, as
it was previously introduced, it can be presented as in need the study and
comparison of current approaches on interface and game design, such us
the use of communicating and/or reinforcing knowledge, use of recom-
mender systems given user in game assessment and the exploration of
interface embodiment alternatives. This should allow future BDS surveil-
lance programs to be comprehensive, as games should besides deduce
from the participants’ behaviour objective UBF measures with interest to
physicians, enable BCS independent and playful use of engaging and ex-
ercise promoting activities. Ultimately, the evaluation of the alternative
game solutions should be performed with recourse to a patient health en-
gagement scale (i.e. PHE-scale, PAM, ...), as well as further demographic
and clinical variables, in order to describe socio-demographic and clinical
characteristics of the patients.

4 Conclusion

Common breast cancer treatment techniques result in several impairments
in women’s upper-body function, and, consequently, contribute to a de-
creased quality of life. Methods for monitoring and assess are not only
missing as it possible to recognize the potential of interdisciplinary col-
laboration to the materialization of an effective personalized medicine
program in breast cancer-related upper body morbidity assessment and
prevention.
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Abstract
Pedestrian detection and tracking remains a popular issue in computer
vision, spawning many applications in robotics, surveillance and security,
biometrics and human-computer interaction. We present an improvement
to pedestrian detection, based on deep convolutional networks, in terms of
speed performance. By employing spatial pyramid pooling (SPP) instead
of usual max pooling over the last convolution layer, images of arbitrary
sizes can be used for model training and evaluation, also enabling full
pedestrian detection in a single pass.

1 Introduction
Pedestrian detection is a very challenging task due to the large variabil-
ity caused by different clothing and poses, abundant partial occlusions,
complex/cluttered backgrounds and frequent changes in illumination. In
recent years, considerable progress in the development of approaches and
applications has been obtained concerning object detection and class-
specific segmentation in tracking scenarios, pedestrian detection being of
particular interest [3]. All existing state-of-the-art methods use a combi-
nation of bio-inspired [6] or hand-crafted features such as HoG [1], Inte-
gral Channel Features [2] and other variations [7] and combinations [12],
along with a trainable classifier such as boosted classifiers [2], SVM [7]
or random forests [4]. Although low-level features can be designed by
hand with good success, mid-level features composed by combinations of
low-level features are difficult to engineer without employing some sort
of learning procedure. Multi-stage classifiers that learn hierarchies of fea-
tures tuned to specific objects can be trained end-to-end with little prior
knowledge. Convolutional Neural Networks (ConvNets/CNNs) [9] are
examples of such hierarchical systems which are trained in a supervised
manner.

The contribution of this paper consists of combining simple region
proposals produced by a sliding window technique over convolution fea-
tures’ pool (last convolution layer) with spatial pyramid pooling. Compu-
tations are reduced and real-time detection of pedestrians can be achieved
in order to be competitive with the state of the art in both accuracy and
speed. The system consists of a convolutional network for feature learning
and classification, combined with region proposals obtained by a sliding
window method with varying sizes, and spatial pyramid pooling com-
posed of several pooling regions (1×1 to 3×3) over the last convolution
layer. The advantage is that arbitrarily sized images can be processed in a
single forward propagation through the network, reducing feature compu-
tations over scales and optimizing filter convolutions [8]. Feature learning
and model fine-tuning was done using the INRIA dataset [1].

2 Pedestrian detection

In this work, pedestrians are detected using a sliding window over the
image similar to many popular and state-of-the-art methods based on a
CNN, e.g. [9]. The method consists of two steps: (a) convolve only once
the entire image with the feature extraction layers of the CNN, thus avoid-
ing expensive computations at multiple scales, and (b) slide the classifier
over the resulting feature maps obtained in (a) with varying window sizes
in order to detect pedestrians of different sizes.

2.1 Network design and training
We use standard fully supervised convnet models [9] for feature extraction
and category (pedestrian/background) detection. The model is divided
into two modules, namely: (a) feature extraction and (b) classification.
In (a), each layer consists generically of (i) convolution of the previous
layer output (or, in the case of the 1st layer, the input image) with a set of
learned filter kernels; (ii) passing the responses through a rectified linear

unit (ReLU(x) = max(x,0)), and (iii) max pooling over local neighbor-
hoods. More specifically, concerning the convolution layers, in the first
one we apply 32 filters with size a of 7×7 pixels and stride of 2 pixels in
x and y, zero-padding the image with borders of 2 pixels. In the next two
convolution layers we apply 64 and 128 filters, respectively, with a filter
size of 3×3 and stride 1. All spatial max pooling layers pool over regions
of 2×2 with strides of 2.

(b) For Classification, the top two layers of the network are conven-
tional fully-connected (FC) networks and the final layer is a softmax clas-
sifier. The first FC net has 512 hidden units with 50% dropout and the
ReLU function. It is connected to the second FC net with 2 outputs. In
the feature extraction section, we replace the last max pooling layer by a
spatial pyramid pooling one, with pooling windows of size 1× 1, 2× 2
and 3× 3. The convolution layers accept arbitrary input sizes, but they
produce outputs of variable sizes. Since the classifiers (SVM/softmax)
and fully-connected layers require fixed-length vectors, with spatial pyra-
mid pooling the input image can be of any size. This allows inputs to be
resized to any scale and to apply the same deep network. Also, after the
network is trained, the fully connected layers are replaced by convolution
layers [11] to speed up computations when evaluating the model.

We train the network on the INRIA dataset (2416 positive and 1218
negative samples). Since this is a relatively small dataset, we employ a
data augmentation strategy to reduce over-fitting and to increase the accu-
racy of the classifier. We use mini-batches of 128 samples, with positive
and negative samples randomly selected with the same probability (50%
chance) over 1000 iterations in each epoch. We train the model during
60 epochs with randomly initialized weights. These weights are updated
using stochastic gradient descent with a momentum of 0.9 and a learning
rate of 10−2, a weight decay of 5× 10−4 over the first 30 epochs, and
decreasing the learning rate to 10−3 and 10−4 after 20 and 40 epochs.
During training, our model receives inputs of variable sizes. Positive im-
ages vary in size from 32×64 pixels to 192×384 pixels. Negative images
vary from 648× 486 pixels down 64× 64 pixels where a single random
crop is extracted. For positive and negative samples, we crop a single
region ranging from 32× 64 up to 192× 384 pixels, depending on the
image size. For positive images, we only crop regions if at least 70%
of the pedestrian’s ground truth bounding box is contained inside the re-
gion. Scale sampling (jittering) is performed on the training data prior to
cropping for positive and negative sample images, where sizes range from
min(w,h)≥ 32 and max(w,h)≤ 512, w being the width and h the height.
We perform color casting to alter the intensities of the RGB channels in
training data. Specifically, for each image, we randomly change the R, G
and B values up to ±20% with 50% probability.

2.2 Detection

The trained network takes as input a single-scale image and region (R)
proposals which are obtained after applying the convolution layers over
the image and sliding the spatial pyramid layer over the last convolu-
tion layer. To this effect, we use windows of varying sizes starting with
Rw = 8 and Rh = 16 grid sizes, with steps of 1 grid pixel (this corre-
sponds to steps of 4 pixels in the input image), with a window growth
factor of 20% if the window’s size is smaller than the image itself, i.e.,
min(Rw,Rh)< min(w,h). For a 640×480 image, the typical window size
is 104 pixels. For each test region R, ta class posterior probability dis-
tribution is computed, all regions classified as background are removes,
and then non-maximum suppression is performed to separate the strongest
from the weakest detection (at least 0.65% overlap). The process achieves
around 3 fps in case of images having a maximum dimension ≤ 600 pix-
els, using a Nvidia Titan GPU.
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Figure 1: Detection results on the ETH dataset [5].

Figure 2: Top, INRIA dataset for large pedestrians benchmark with avail-
able top-performing methods [3], and (bottom) our method’s. Lower
curves indicate better performance.

3 Discussion and results
This paper presented an optimization strategy for speed on pedestrian de-
tection using CNN networks. By computing features on a single scale,
the computational cost of processing features on multiple scales of the
same image is greatly reduced. Then, by using a spatial pyramid pooling
layer in a sliding window fashion over the final feature map, images of
arbitrary sizes can be processed in a single forward pass. This pooling
layer allows to pool features from differently sized regions and to feed
them into the classifier which requires fixed-sized feature arrays as in-
put. To complement the reduction in computation, we only use a single
scale for processing, and fully connected layers were replaced by con-
volution ones which offer more efficient computations on GPUs. These
improvements significantly help reducing the overall speed constraints of
convnet’s applications, allowing tasks such as pedestrian detection to be
performed in practical time (3 fps on average). Although there is still
room for improvement, the versatility of deep nets for recognition tasks
compared to specially tailored systems built for specific tasks outweighs
its weaknesses concerning speed and accuracy when more complex sce-
narios (surveillance, tracking, etc.) are involved.

Results of the method demonstrate the applicability and usefulness
of detector. Figure 1 shows some results on the ETH dataset [5]. Fig-
ure 2 shows two DET curve plots: the overall performance of our method
(bottom) against other top-performing methods available online [3] (top).

For future work, it is intended to further refine the detection method

by experimenting with multi-stage features (features from previous conv
layers) and by adding bounding box prediction to the classification. This
will allow to use bigger steps and window sizes when sliding the spa-
tial pyramid pool layer over the convolution features, further reducing the
computational cost. Tests with pre-trained networks such as alexnet [9]
and VGG [10] for feature extraction will be performed in order to eval-
uate the trade-off between speed and accuracy. Also, a more demanding
dataset such as Caltech [3] will be explored.
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Abstract

Modern challenges in machine learning include non-stationary environ-
ments. Due to their dynamic nature, learning in these environments is not
an easy task, as models have to deal both with continuous learning pro-
cess and also with the acquisition of new concepts. Different types of drift
can occur, as concepts can appear and disappear with different patterns,
namely sudden, reoccurring, incremental or gradual. Besides striving to
propose new techniques to learn in the presence of drift, researchers aim
to find appropriate benchmarks to non-stationary scenarios.

In this paper we propose DOTS, a drift oriented tool system, whose
main goals are to define and generate datasets with drift for text classifi-
cation problems. DOTS tries to fill an existing gap in machine learning
research for text applications, by making possible to generate benchmark
datasets with thoroughly controlled drift characteristics. Because of its
ability to export in multiple formats, it can be widely used and in con-
junction with well-known classifiers and applications, like SVM Light or
WEKA. We will also present a Twitter case study to validate the useful-
ness of DOTS in a real-word problem scenario.

1 Introduction

Non-stationary environments are characterized by incremental data ga-
thering where the underlying data distribution changes over time without
an explicit and known pattern. The enormous growth of the computa-
tional power in recent years, along with the popularization of social net-
works and mobile devices, created a deluge of data and demanded new
approaches, as all this information needs to be acquired and treated almost
in real-time, as it evolves faster than we were used. There are nowadays
multiple real-world applications where this is a given, like image or speak
recognition, fraud detection or mining in social networks.

Learning in the presence of drift is not an easy task and requires a
distinctive approach. One of the major challenges is posed due to the
multitude of drift patterns, and the inability to perceive a priori which
ones might be present. Zliobaite[1] identified four drift patterns, as can
be seen in Fig. 1: sudden; gradual; incremental; and reoccurring.

• Sudden drift occurs when in a given moment a concept appears
or disappears in an abrupt way. The speed of the drift is therefore
high.

• Gradual drift occurs when the probability of a given context to
be associated with a concept decreases during a certain period of
time, but also the probability to be associated with another context
increases proportionally.

• Incremental drift, sometimes considered a subgroup of gradual
drift, can be considered differently because the change between
the two concepts is very slow and only perceived when looking to
what is occurring during a larger period of time.

• Reoccurring drift occurs when previously active concept reap-
pears after a certain period of time. It is noteworthy to refer that
the seasonality of the change must be previously unknown, other-
wise the core assumption of the uncertainty about the future would
be compromised.

Several recent approaches [2-4] try to deal with such challenges, namely
by proposing dynamic techniques that try to detect, or deal, with drifts in
different scenarios. But research challenges in learning in non-stationary

Figure 1: Types of drift.

environments are not only in proposing and deploying learning models
able to learn in the presence of different drift patterns, but also to find
suited benchmarks to test and compare the proposed approaches. To
tackle this issue, we propose the Drift Oriented Tool System (DOTS).
DOTS is a drift oriented framework able to define and generate text-based
datasets with drift, that can then be used to evaluate and validate learning
strategies for dynamic environments.

2 Drift Oriented Tool System

DOTS is a drift oriented framework developed to dynamically create tex-
tual datasets with drift. It is a simple and easy to use freeware appli-
cation with a friendly interface as shown in Fig. 2. It can be download
at http://dotspt.sourceforge.net/.

Figure 2: DOTS interface.

The main purpose of DOTS framework is to represent drift patterns in
a text-based dataset. Therefore, the input of the DOTS framework is two
fold and composed by text documents and a frequency table, as depicted
in Fig. 3. Each text document file represents the documents of the same
class and the frequency table is used to define the drift patterns of the
scenario. A major characteristic of DOTS is the possibility of defining
the time window where each document appears, being thus possible to
define time drifts. This is done by the frequency table that is a mandatory
input of the DOTS framework (see Fig. 3).

The frequency table must be in the CSV format and each row cor-
responds to a time instance. It is not important if a time instance repre-
sents a minute, an hour, or a day, but it is assumed that all of them corre-
spond to the same amount of time. The first row contains the name of the
class, and each of the above cells contain the number of documents of that

RECPAD 2015

50



given class in the subsequent time windows. Fig. 2 depicts a task being
added to the framework, in which the first time-window has one, three
and four documents of the classes nfl, jobs and android respec-
tively. The DOTS framework represents each document in a vector space

Figure 3: The DOTS framework.

model, also known as bag of words, a commonly used text document
representation. Two problems arise when using the bag of words: high-
dimensionality feature space and overfitting. High dimensional space can
cause computational problems and overfitting can easily prevent the clas-
sifier from generalizing and thus endagered the prediction process. To
tackle both problems pre-processing methods were also integrated in the
DOTS framework and are the second phase of the DOTS processing. In
order to use stopword removal a text file containing stopwords must be
defined. These words, considered non-informative words, will not be in-
cluded in documents representation. Besides stopwords removal, DOTS
also allows stemming. This pre-processing method consists in removing
case and inflection information of a word, reducing it to the word stem.
Stemming does not alter significantly the information included, but it does
avoid feature expansion. We have included two important stemming al-
gorithms: the Porter algorithm[5] and Krovetz algorithm[6].
It is also possible to define the weighting scheme used to represent each
word of a document, that is the weight of each feature of a document.
Two weighting schemes were defined, namely term frequency (tf ) and
term frequency-inverse document frequency, commonly known as tf-idf.
Considering the defined input, DOTS will create a word index, the INDRI
index, provided by INDRI API, from the Lemur Project1. By outputting
an INDRI index, DOTS provides all the features presented by the IN-
DRI project, a powerful query interface, that provides state-of-the-art text
search, field retrieval and text annotation.
It is also possible to define multiple training window sizes and multiple
export file formats. The training window size will define in each time-
window how many previous time-windows will be considered, as this is
important to test learning models with memory capabilities. For instance,
to perceive for how long it is relevant to keep previously gathered infor-
mation and how that can affect the learning model capabilities, which can
be seen as the importance of previously seen examples in future classifi-
cations. By exporting in multiple file formats, DOTS allows for creating
datasets that can be used in different classification frameworks, like SVM
Light and Weka. Three output formats were implemented: Comma-
Separated Values (CSV) file format, the Attribute-Relation File Format
(ARFF) used in the widely used WEKA software, and the SVM Light
file format.
As it is often relevant to define various testing scenarios, DOTS permits
adding tasks using INI files. These are structured files with “key=value”
pairs, that contain the definition of multiple tasks. By using an INI file
as input, users are able to define more than one task at a single time, thus
optimizing the time spent on task setup. A complete tutorial can be down-
load at http://dotspt.sourceforge.net/.

3 Case study: Twitter stream
To validate the usefulness of DOTS in a real-world problem, we will
present a Twitter stream case study. It constitutes a paradigmatic example
of a text-based scenario where drift phenomena occur commonly. Twitter
is a micro-blogging service where users post text-based messages up to
140 characters, also known as tweets. Twitter is also responsible for the
popularization of the concept of hashtag. An hashtag is a single word
started by the symbol “#” that is used to classify the message content and
to improve search capabilities. We have used a classification strategy pre-
viously introduced in [7], where the Twitter message hashtag is used to
label the content of the message.

1http://www.lemurproject.org/

In this particular case, DOTS is used to create datasets able to test
multiple learning scenarios. DOTS receives a document set for each class
of tweets containing the same hashtag. A CSV table with different drift
patterns was also defined, reproducing artificial drifts, like sudden, gra-
dual, incremental, reoccuring and normal. As an example, a sudden drift
might be represented by tweets from a given hashtag that in a given tem-
poral moment start to appear with a significant frequency. Each tweet
was represented by DOTS as a vector space model and pre-processing
methods were applied, like stopword removal and stemming. We have
exported, for our convenience, in SVMLight format, as is required to use
Support Vector Machines (SVM) as the learning model of this case study.
Two different weighting scheme in document representation were tested,
term-frequency and tf-idf. Table 1 presents the obtained results using both
weighting schemes. To evaluate the possible outcomes of the classifi-
cation, we used the van Rijsbergen Fβ measure: Fβ =

(β 2+1)P×R
β 2P+R with

β = 1. The obtained results showed that using term-frequency to rep-

Drift Hashtag F1 using tf F1 using tf-idf
Sudden #syrisa 79.37% 75.32%
Gradual #airasia 57.88% 56.08%

Incremental #isis 83.49% 81.75%
Reoccurring #android 60.66% 59.49%

Normal #sex 74.88% 74.56%
Table 1: Performance measure for the results obtained with Twitter stream.

resent document features improves the overall classification performance
even in the presence of different drift patterns.

4 Conclusions and Future Work

In this paper we have presented the Drift Oriented Tool System. DOTS is
designed for text-based problems and can produce datasets with multiple
drift patterns and in multiple file formats, which is of major importance as
it can be used with different classification frameworks. It aims to fulfil the
existing gap in machine learning of tools able to reproduce benchmarks
in dynamic environments.

We have also presented a case study based in a Twitter scenario, to
validate the usefulness of using DOTS in real-world problems. We have
generated multiple datasets and have tested different classification strate-
gies, to define the best characteristic of a learning model in this particular
scenario. All of these demonstrate the convenience of DOTS to create
text-based datasets with drift and thus be used to evaluate and validate
learning strategies in dynamic environments.

Regarding future work we will look at including new features in the
DOTS framework, namely, the possibility of noise addition to the datasets
and new file exporting types.
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Abstract

The importance of Computer Assisted Decision systems is of ever grow-
ing importance for gastroenterology imaging scenarios. Automatic classi-
fication of cancer lesions are not a trivial task and new methodologies are
needed. In this paper we perform the classification of chromoendoscopy
images into three different groups using Haralick texture features and
Neural Networks. The algorithm can be extended to embody a Multireso-
lution classification scheme, and the results show that this method has the
potential to overcome current state-of-the art classifiers in gastroenterol-
ogy imaging context.

1 Introduction

The most important goal in Gastroentetology (GE) imaging is to detect
cancer effectively and provide a diagnosis while the disease is curable and
in a resettable stage. While manual diagnosis still presents some problems
(such as the duration of the procedure, expensive human resources and in
some cases different diagnosis even by expert gastroenterologists) it is
believed that Computer Assisted Decision (CAD) systems can mitigate
those shortcomings and potentially improve the diagnostic capabilities,
by reducing the analysis time, helping in training of physicians and pro-
viding a second opinion. In this paper we have focused on classification of
Chromoendoscopy (CH) images, which use the full visible spectrum and
produce images having rich color characteristics, obtained by the appli-
cation of dyes combined with magnified and high resolution endoscopy.
CH, just like other gastroenterology image modalities, have texture as a
common visual feature. Previous works [1, 2] expose the superiority of
texture features for classification of GE images as compared to color fea-
tures. Furthermore, Multiresolution (MR) methods have been shown to
provide significant improvements to most of applications based on texture
features. In particular, it was demonstrated that the addition of a generic
classification system, dubbed as MR Block ([4, 7, 8]), which performs the
extraction of features in MR subspaces produced a statistically significant
jump in the classification accuracy of protein subcellular location images.
In this work we focus on Haralick texture features and perform the clas-
sification of our dataset using an Artificial Neural Network (ANN). The
main purpose of this work is to pave a way towards a Multiresolution
Approach in a GE imaging context.

2 Methods

2.1 Feature Extraction

Texture features were found to be superior in comparison to color fea-
tures, which motivates the set of features used in this work (we did not use
wavelet or Gabor filters, since they are inherently multiresolution, which
will be applied in the future to this algorithm). Haralick texture features
[3] are computed from various statistical properties by the combination
of four gray-level co-ocurrence matrices. Given a N ×N image G(i, j)
we define P(i, j) as the number of times a pixel with grey-level i occurs
within a given distance from a pixel with grey-level j. The four matri-
ces represent horizontal (H), vertical (V ), left diagonal (LD) and right
diagonal (RD) nearest neighbours. Haralick defines 13 measures and our
first feature set is calculated as the mean of each measure, resulting in 13
features (i = 1, ...,13)

F1 (i) =
FH (i)+FV (i)+FLD (i)+FRD (i)

4
. (1)

The second Haralick feature set is defined as [4]

Figure 1: Neural Network topology [4] used in this work for classifica-
tion. The input layer has the same number of nodes as the number N of
extracted features (13 for F1 and 26 for F2). For the output layer each
node correspond to a class (3 in total).

Automatic Classification
Class 1 Class 2 Class 3

Class 1 50 6 0
Manual annotations Class 2 7 88 1

Class 3 2 18 4

Table 1: Confusion matrix using the F1 Haralick texture features (overall
accuracy of 80,7%).

F2 (i) =
FH (i)+FV (i)

2
F2 (i+13) =

FLD (i)+FRD (i)
2

(2)

resulting in a total of 26 features.

2.2 Classification

After the extraction of texture features from the images, we proceed to
the classification of our dataset, where we classify each image into three
possible categories (normal, pre-cancer and cancer). In this work we con-
structed a Feedforward ANN [6] for the classification task. In general
ANN’s are composed by an input layer, one or more hidden layers and an
output layer. The number of basis functions is fixed but are allowed to be
adaptive on the training process by the minimization of an error function.
The usual way to minimize it is through the Backpropagation method. We
tested the classification accuracy for a topology consisting on one input
layer with an hyperbolic tangent-sigmoid transfer function and one out-
put layer with a linear transfer function (no hidden layers) following [4]
dubbed as "Base System" (Figure 1.).

Automatic Classification
Class 1 Class 2 Class 3

Class 1 50 6 0
Manual annotations Class 2 5 91 0

Class 3 4 14 6

Table 2: Confusion matrix using the F2 Haralick texture features (overall
accuracy of 83,5%).
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Automatic Classification
Class 1 Class 2 Class 3

Class 1 43 13 0
Manual annotations Class 2 2 93 1

Class 3 5 12 7

Table 3: Confusion matrix using the LBP (overall accuracy of 81,3%).

3 Material - Chromoendoscopy Images

The CH dataset consists on 176 images annotated by expert physicians,
and each image belong to one of the classes: "Normal" (Class 1), "Pre-
cancer" (Class 2) and "Cancerous" (Class 3). Those images were ob-
tained using an Olympus GIFH180 endoscope at the Portuguese Institute
of Oncology (IPO) Porto, Portugal during routine clinical work and the
endoscopic videos were recorded during real endoscopic examinations.

4 Experimental Results

For our experiments the feature extraction stage was performed using the
Haralick texture features [9] F1 and F2. The Regions of Interest (ROI)
annotated by physicians are assumed. For the classification stage we have
used a Neural Network with the topology described in Section 2.2 (see
also Figure 1) [6]. The nodes in the second layer (output layer) have a
linear transfer function and each one corresponds to a class (3 in total) an
in order to avoid over-fitting we choose the ANN parameters correspon-
dent to the smallest error with respect to the test data (early stopping). We
also performed a 5-fold cross validation and the confusion matrices were
added up in the end of the five interactions. The overall accuracy achieved
is 80,7% for F1 (Table 1.) and 83,5% for F2 (Table 2.). Although our re-
sult using F2 is higher than the accuracy obtained by [2], the images for
that work were selected individually for the study by an expert clinician in
order to avoid intra-patient repetition and badly captured images, result-
ing in less 12 images (164 in total). Nonetheless we show that by using
Haralick texture features alone we get a similar result when compared
with Local Binary Patterns (LBP) and sets of features based on Gabor fil-
ters (which are inherently of multiresolution nature). As we can observe
from the confusion matrices, the system has the ability to correctly clas-
sify images belonging to Class 2 with true positives around 92% and 95%.
This can be explained by the fact that most of the data set belongs to this
class (54,5% of whole dataset) which unbalance the training ability of the
ANN. Another ANN topology worked well for LBP (overall accuracy of
81,3%, Table 3.) and shows their general importance for the classification
of CH images [10].

5 Discussion and Future Work

In this paper we established the first step for the application of a Mul-
tiresolution approach in a GE scenario by testing an ANN classification
system. The performance of Haralick texture features on this dataset is
comparable with the Gabor Energy feature extraction in [2], which is a
multiresolution technique. It is expected an increase of the overall accu-
racy of this paper with a MR classification system considering the results
of several authors ([4, 7, 8]). The implementation of this method and the
construction of specific wavelet decompositions (and ANN topologies)
suited for GE images is left for future work.
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Abstract

We present an automatic graphic logo detection system that robustly han-
dles unconstrained imaging conditions. The system is based on the novel
Fast Region-based Convolutional Networks (FRCN) model, proposed by
Ross Girshick, which has shown state-of-the-art performance in several
generic object recognition challenges (PASCAL Visual Object Classes
challenges). The novelty lies in the use of transfer learning to leverage
powerful Convolutional Neural Network models trained with large-scale
datasets and repurpose them in the context of graphic logo detection. An-
other benefit of this framework is that allows for multiple detections of
graphic logos using regions that are likely to have an object. Experimental
results with the FlickrLogos-32 dataset show not only the promising per-
formance of our method with respect to noise and other transformations a
graphic logo can be subject to, but also its superiority over state-of-the-art
systems with hand-crafted models and features.

1 Introduction

In order to captivate their customers and make better decisions, Brands
have the need to analyze the presence of their brand in images and other
types of content. Brand logos help to assess the identity of something or
someone. Most solutions use graphic logos as the main target of detec-
tion since they often present distinct shapes and appear in high contrast
regions. It is a challenge since they are often subject to multiple angles
and sizes, varying lighting conditions and noise.

Most previous works in this context have been based considerably on
the use of SIFT [6]. This method provides representations and transfor-
mations to image gradients that are invariant to affine transformations and
robust when facing lighting conditions and clutter. They can also detect
stable salient points in the image across multiple scales, usually called
key-points. These previous works build models upon these representa-
tions to better capture specific patterns present in graphic logos. For in-
stance Romberg et al. [8] propose a shape representation built with found
key-points and their respective SIFT representation. Similarly, Romberg
and Lienhart [7] build bundles of SIFT features from local regions around
each key-point to index specific graphic logo patterns.

Convolutional Neural Networks (CNNs) are multi-layer neural net-
works designed to recognize visual patterns directly from image pixels.
The work by LeCun et al. [5] has been one of the main pioneering works
for the current CNNs that are researched today. Recently CNNs have
been in the center of object recognition research. The rekindled inter-
est in CNNs is largely attributed to Krizhevsky et al. [4] CNN model, that
showed significantly higher image classification accuracy on the 2012 Im-
ageNet Large Scale Visual Recognition Challenge (ILSVRC). Their suc-
cess resulted from a model inspired by LeCun previous work and a few
twists that enabled training with 1.2 million labeled images (e.g. GPU
programming, max(x,0) rectifying non-linearities and “dropout” regular-
ization).

Our work is focused on providing a way towards graphic logo detec-
tion by utilizing general region proposal algorithms and state-of-the-art
object recognition systems. However, due to the lack of a large scale
dataset with such graphic logos, training a modern system with CNNs
from the scratch is mostly prohibitive, therefore, we use transfer learning
and data augmentation to ameliorate this problem.

2 Our approach and contributions

We extend and build upon general concepts and models of object recog-
nition in images. Thus, we propose a solution that takes advantage of
specific characteristics of graphic logos based on current cutting-edge re-
search. The system we propose uses transfer learning to leverage image
representations learned with CNNs on large-scale annotated datasets. The
transferred representation leads to significantly improved results for brand
detection. This is a very important innovation in this study because we
have shown empirically that it performs well and can be as well applied
in other contexts and problems.

3 Transfer learning with CNNs

The convolutional layer of a CNN consists of a set of learnable filters
that activate with specific image features. Earlier layers of these networks
learn to detect generic features like edges, and as we move into further
layers, the learned features get more and more specific towards the orig-
inal dataset. It is then possible to continue training and repurpose, or
transfer the weights so that they adapt to other datasets. Several authors
have shown that fine-tuning these networks and transferring features, even
from tasks that are not closely similar, can be advantageous when com-
pared to training from the scratch [1]. The process takes advantage of the
more generic learned features, given that, both datasets live in a similar
domain, in this case, object detection in images. This method enables
training a large network with a small dataset without overfitting.

4 Fast Region-based Convolutional Networks (FRCN)

Graphic logos are not usually the main focus of an image, so they are often
present in small sizes and partially occluded. Performing classification
using the full image would introduce high amounts of background noise,
given that fact, performing a more exhaustive search is required in this
context. Some methods are now employing region proposals to reduce the
initial search space and perform detection using powerful CNN models.

Figure 1: FRCN model. Adapted from [2].

Girshick [2] proposes a single-stage object detection model using
a region proposal algorithm and CNN features. It performs object de-
tection by classifying multiple regions in the image. This method has
shown state-of-the-art performance in PASCAL VOC 2012. Its high level
representation is shown in Figure 1. Using category-independent region
proposals, the model performs classification in a reduced set of regions
that are likely to have present an object, this helps to reduce the poten-
tial false-positives and the number of regions to analyze. In particular, it
uses the approach by Uijlings et al. [9]. This method generates regions
using clustering of similar regions and several diversification methods,
capturing possible regions where an object might be without the use of
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sliding windows. Feature extraction is performed using a CNN for each
of the proposed regions and classified using a softmax classifier with a
Fully Connected (FC) layer. Duplicate region detections are reduced with
non-maximum suppression and localization of the object is further refined
using bounding-box regressors.

5 Evaluation

We evaluate the FRCN model for brand detection with the FlickrLogos-
32 dataset, which contains 32 graphic logo classes. The training set con-
tains 320 images, the validation set 960 and the test set 960 images, each
showing at least a single logo. Additionally, the test set contains 3000
images that do not contain any logo from the 32 classes. The recogni-
tion precision and recognition recall are the main scores used to measure
performance on this dataset, although we will also evaluate the detection
precision and recall individually. In this context, recognition consists of
correctly classifying the class of images with graphic logos and detection
consists of correctly classifying if a graphic logo is present or not. We
perform data augmentation by horizontally flipping the training images
and since the training set only contains 10 images per class we also use
the original validation set for training. We use the Caffe deep learning
framework [3] implementation of the FRCN model and produce results
using two pre-trained CNNs. The first is the Caffe implementation of
the CNN described by Krizhevsky et al. [4] called Caffenet, the second,
a larger model, which has the same depth but wider convolutional lay-
ers, VGG_CNN_M_1024, described in [1]. Both were pre-trained with
the ILSVRC dataset. The training process of the FRCN model jointly
optimizes a softmax classifier and bounding-box regressors while adapt-
ing the CNN weights to our new task (graphic logo detection). We start
Stochastic Gradient Descent at a small learning rate of 0.001, which al-
lows fine-tuning of the CNN network to occur without losing the capabili-
ties gained during pre-training. We fine-tune Caffenet during 30000 itera-
tions and VGG_CNN_M_1024 during 40000. We alternatively designate
the Caffenet model as M1, and the larger model, VGG_CNN_M_1024 as
M2. We will abbreviate the name of our final brand detection model to
SBD-FRCN.

Figure 2: Top-5 confidence scores for an example image belonging to the
Esso class.

The softmax classifier will give a confidence value for each class,
throughout all proposed regions, we will use the region with top confi-
dence value to classify each image. Figure 2 shows the top-5 confidence
scores produced by this system for a test image.

We introduce a threshold value to deal with images without graphic
logos (no-logo). Images with top confidence values below the threshold
will be considered as having no logo present. Figure 3 shows consolidated
F1-scores for both detection and recognition metrics and the two tested
CNN models. Using a threshold value of 0.3 we achieve the top recogni-
tion F1-score, although by setting an adequate threshold value still allows
the model to maintain high recognition scores without losing the ability to
perform detection between images with logos and no graphic logos (e.g
threshold of 0.8). Table 1 also shows the best results achieved by other
authors on this specific dataset that we know of, as we can see, our results
with this model compare favorably.

Figure 3: F1-scores per threshold value, for both SBD-FRCN-M2 and
BD-FRCN-M1.

Method Precision Recall F1
Romberg et al. [8] 0.982 0.61 0.753
Romberg and Lienhart [7] 0.999 0.832 0.908
SBD-FRCN-M1 (thresh 0.4) 0.928 0.891 0.909
SBD-FRCN-M2 (thresh 0.81) 0.987 0.846 0.911
SBD-FRCN-M2 (thresh 0.32) 0.955 0.908 0.931

Table 1: Recognition scores.

6 Conclusion

A key contribution of this work has been the introduction of graphic logo
detection using regions and CNNs, taking advantage of transfer learn-
ing. We experimented with a modern detection model and two CNNs
pre-trained for a general object recognition task with abundant data and
fine-tuned these networks for a task where the data is scarce (graphic logo
detection). The model we propose compares favorably to state-of-the-art
performance almost out of the box, with a wide margin for improvement
that we intend to explore in the future.
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Abstract

Diabetes is a huge health problem that is affecting more and more people
over the time. Since there is still no cure for this disease, a person who
has been diagnosed with diabetes has to control his glucose level. The
power of machine learning techniques has been increasing allowing to
solve more and more complex problems in medicine. This work aims to
investigate how accurately Linear Regression (LR) and Support Vector
Regression (SVR) models can be when predicting the glucose levels in
diabetic patients by assessing the Root Mean Squared Error (RMSE). The
obtained results show that LR performs better than SVR with an average
RMSE of 13.56 mg/dL and 22.20 mg/dL when predicting 30 minutes and
60 minutes ahead, respectively.

1 Introduction

Diabetes is a major growing health problem affecting more and more peo-
ple in the planet which may lead to death. It is a metabolic and chronic
disease characterized by the absence or low production of insulin associ-
ated or not with a deficient action of it in the organism. There are symp-
toms associated with the unbalanced glucose levels. A person is on a
hypoglycaemia state when the glucose level is below 70 mg/dl and if it is
ignored it can lead to unconsciousness, permanent brain damage or death.
If it is above 200 mg/dl two hours after eating or greater than 126 mg/dL
when fasting, the subject is considered to be in a hyperglycaemia state,
which can conduct to cardiovascular disease, blindness, kidney failure or
damage, nerve damage, etc.

World Health Organization (WHO) classified diabetes as one of the
10 top causes of death between the year 2000 and 2012 and in 2030 it is
expected that it will be the seventh1. Prediction of future glucose con-
centrations is a crucial task for diabetes management which may help
diabetics from entering on hypoglycaemia and/or hyperglycaemia events
and suffering its consequences.

2 Computational Experiments

In this section, a description of the datasets and how they were handled is
given. It also presents two prediction methods and the RMSE evaluation
metric to assess the prediction models.

2.1 Datasets

In order to create computational models capable of predicting diabetics’
glucose levels, we used 5 real datasets: CGM, RA, AML1, AC1 and
RR. The first one can be found in Zaitlen et al. [4] while the other four
were given by Associação Protectora dos Diabéticos de Portugal (APDP)
through a collaboration protocol. Each one of them keeps records of pa-
tients’ glucose concentration in a quasi-continuous way, during some pe-
riod of time, which allows a better insight of the variation of the glucose
level. Those files were obtained by the use of a continuous glucose mon-
itoring device with sampling intervals of 5 minutes that is placed on the
subjects belly. In the CGM file, there are missing values which lead us
to choose the biggest period without gaps. The remaining ones have the
glucose level of each patient for almost 7 days.

2.2 Data pre-processing

For every dataset, data was normalized using the min-max normalization
technique which maps a value x to x′ in the range [0,1]. Since glucose

1http://www.idf.org/sites/default/files/EN_6E_Atlas_Full_0.pdf

level may oscillate between 40 and 600, it is possible to use this technique.
However, to make sure that no new value would appear, that range was
enlarged by setting the minimum possible value to 20 and the maximum
to 800.

After normalizing data and to use it to build the computational mod-
els, there is the need to organize data in the proper format. Taking into
account that we only have information about the glucose level, the model
will predict future values based on past glucose measurements. Consider-
ing z = f (t), which represents the glucose level at instance t, the value is
mapped to the glucose level at target time y = f (t+PH), where PH is the
prediction horizon, making our dataset D= {(z1,y1),(z2,y2), ...,(zN ,yN)}.
Although it is possible to train a model using pairs of (zi,yi), it is expected
that if we include more information, the model will yield better results. In
other words, instead of relying just on the present glucose level one might
enlarge the number of past values. Given that we extended each pattern
with W past measurements, z is now { f (t), f (t − 1), f (t − 2), ..., f (t −
W )}. For this reason, we transformed each of the original dataset into
another datasets taking into account the different values of W and PH.

Finally, data is divided into a training set and a testing set. The first
one corresponds to 70% of all data while the second one corresponds to
the remaining 30%.

2.3 Prediction Methods

To predict the glucose levels on a individual there are some multi-step-
ahead prediction techniques, that given a time series {z1,z2, ...,zN} com-
posed of N observations consist on predicting {zN+1,zN+2, ...,zN+PH},
where PH ≥ 1.

In this section, the two prediction strategies [3, 5] used in this work
are described: iterative prediction method and direct prediction method.

2.3.1 Iterative Prediction method

In this method, once a one-step-ahead prediction is computed, the value
is given again as an input to the next step following a recursive strategy.

The one-step ahead prediction model depending on W past points has
the form

ẑt+1 = f (zt ,zt−1, ...,zt−W+1) (1)

After the value of ẑt+1 has been computed it is used to predict ẑt+2 and so
on until the desired PH. In general, the estimation of the PH next values
is returned by





ẑt+1 = f (zt ,zt−1, ...,zt−W+1)

ẑt+2 = f (ẑt+1,zt , ...,zt−W+2)

...

ẑt+PH = f (ẑt+PH−1, ẑt+PH−2, ..., ẑt+PH−W )

(2)

From Equations 2 it is possible to conclude that to predict the value for
ẑt+PH it requires PH one-step ahead predictions.

2.3.2 Direct Prediction method

An alternative to the iterative method is the direct prediction method
which for PH-steps ahead the value is given by

ẑt+PH = fph(zt ,zt−1, ...,zt−W+1) (3)

where 1 ≤ ph ≤ PH and fph is a model that predicts directly the value
at instant t + ph without any predicted values. In general, the prediction
of the PH next values is returned by
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Figure 1: Prediction of glucose levels 30 minutes ahead using Linear Regression with direct prediction method - RA file

Algorithm Kernel Prediction RMSE
Method I II

LR – Direct 13.56 22.20
– Iterative 13.50 22.00

SVR Linear Direct 13.99 22.78
Iterative 13.85 22.82

RBF Direct 13.70 22.67
Iterative 13.87 22.94

Table 1: Average RMSE of the 5 datasets in mg/dL when predicting (I)
30 minutes ahead and (II) 60 minutes ahead





ẑt+1 = f1(zt ,zt−1, ...,zt−W+1)

ẑt+2 = f2(zt ,zt−1, ...,zt−W+1)

...

ẑt+PH = fPH(zt ,zt−1, ...,zt−W+1)

(4)

To predict all the values from ẑt+1 to ẑt+PH , PH models need to be
built. However, it is possible to use just one of those models accordingly
to the chosen PH, if the model gets new data with the same interval as it
needs to predict. For example, considering that we are on instant t and
PH = 2 with a sample time of 5 minutes, we would compute ẑt+2 with
f2(zt ,zt−1, ...,zt−W+1). After 5 minutes that corresponds to instant t + 1
the value of zt+1 on instant t is available which now becomes the value of
zt and can be used to predict ẑt+3 with f2.

2.4 Evaluation Metric

In order to check and compare the performance of the generated models,
we have to calculate a metric to do so.

Root Mean Squared Error (RMSE) represents the standard deviation
of the differences between the real values and the observed ones. This
metric has the advantage that it is an easily interpretable statistic since it
has the same units as the data plotted on the vertical axis. RMSE is a
good measure of how accurately the model predicts the response and the
smaller the value is, the better the model.

3 Results and Discussion

In this section, the results of the experiments are presented and discussed.
Table 1 shows the average results when predicting the glucose level of the
5 patients 30 and 60 min ahead with both prediction methods.

The first conclusion that it is possible to take is that the model built us-
ing the linear regression algorithm performed better when compared with
SVR in both prediction horizons. There is a linear relationship between
the previous glucose levels and the output since both linear regression and
SVR with linear kernel provide good results. Supposedly, SVR with RBF
kernel ought to perform better than the one with the linear kernel given
yet it does not always happen, which reinforces the theory of a linear
relationship.

When it comes to the prediction methods, neither one is significantly
better being the maximum RMSE difference of just 0.27 mg/dL, which
has a residual effect on the final predicted value and does not affect the
patient. For this reason and following the KISS principle2 , we chose the
direct prediction method as with it, less computational power is needed.

2KISS - Keep It Simple ...

In Figure 1, the true level of glucose of the RA patient is compared
against the predicted values given by the linear regression model with the
direct prediction method. A perfect model would have both lines over-
lapped. However, from the graphic we conclude that the model is capable
of following the dynamics of the glucose.

Comparing the results of the other works, our results outperformed
those. Georga et al. [1] used the SVR algorithm achieving a RMSE av-
erage of 16.92 mg/dL and 25.02 mg/dL predicting 30 and 60 minutes
ahead. Marling et al. [2] also tried to predict the glucose levels with the
SVR algorithm accomplishing a RMSE of 18.00 mg/dL and 30.9 mg/dL
for PH = 30 and PH = 60 min, respectively. From the clinical point of
view, a model that has the lowest RMSE is the best since its predictions
would be closest to the real future values and would not give false alerts to
the patient. Given that, our model is superior even for PH = 60 minutes.

4 Conclusion

Diabetes is a serious health problem that affects millions of individuals
and has several consequences if it is not controlled. In this work, we com-
pared the performance of two algorithms predicting the diabetics’ glucose
level. The results showed us that the best model to predict future glucose
levels was the one built using the linear regression algorithm. Although
it is a simple one when compared to others like the SVR, it was possible
to see that it achieved better RMSE than the other one when predicting
30 and 60 minutes ahead. In terms of the prediction method, it is not
possible to say that one is better than the other as there is no significant
difference in the results. However, since the direct method requires fewer
calculations we consider it better in a real case scenario. In this work,
we managed to predict the subjects’ glucose level with an average error
of 13.56 mg/dL and 22.20 mg/dL, respectively, which may prevent them
from entering on hypoglycaemia or hyperglycaemia states.
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Abstract
Modelling human activity within a sociological principled way has an
undeniable value for both low-level problems such as pedestrian tracking,
and high-level applications such as anomaly detection in security. This
work brings a new perspective to investigate the role of pedestrian models
for social behaviour analysis. Several conclusions in term of accuracy
to simulate real social behaviour, alternatives to evaluate the annotation
process and pertinence of simulated data on social analysis are taken.

1 Introduction
Automatic behaviour understanding from CCTV (Closed-circuit televi-
sion) systems is a very complicated problem. It comprises several hier-
archical layers of processing, from bottom low-level features to top high-
level semantics interpretation. Multi-target tracking is one of those low-
level critical steps, and normally relies on a dynamic model to predict the
object’s location from its previous past information. Most common meth-
ods predict the new location of each target based on its history and focus
their contribution on improving the appearance object model, and corre-
sponding detection, or the optimisation strategy to find correct object’s
assignments [2]. The knowledge of high-level scene surrounding such
as collisions, proxemic distances and social interactions, has been intro-
duced in recent works to improve tracking performance, specially during
occlusions [6]. In the literature, collective behaviour analysis tend to fit
into two types of taxonomy: the one that considers groups as a collective
and homogeneous block where individual is transformed by the group,
the so-called macroscopic studies [10], and the one that analyses groups
as the composition of individual agents that interact with each other and
with the environment, the microscopic approaches [4]. The latter simu-
lates pedestrian physical behaviour using cues such as relational connec-
tions among people, focus of attention of each person, geometric scene
constraints, and proxemics-based distances.

For our specific scenario, microscopic studies are more suitable but
their formulation is not enough to derive social semantic behaviour. There-
fore, we formulated a social behaviour framework that represent and clas-
sify individual profiles (I.P.s) and group behaviours (G.B.s). In this work,
we simulate different pedestrian models and embedded their results into
our framework to inspect their accuracy to imitate real-life social be-
haviours. The evaluation is three-fold: i) selection and discussion of the
pedestrian model that best describe the manual annotation; ii) inspection
of the robustness and coherence of the annotation process; iii) adaptabil-
ity of our framework to identify I.P.s under different social parameters
simulated. A brief study about the impact of the number of agents on
the social behaviour classification is elaborated. As well, the advantages
of the performed analysis to improve tracking, increase social knowledge
representation, and automate the annotation process and alleviate its am-
biguity are highlighted.

2 Background

2.1 Semantic Concepts and Dataset
We selected the IIT (Israel Institute of Technology) dataset and were
granted access by the authors [1]. The chosen scenario is a shopping
mall (83155 frames with resolution 512×384 @25 fps). We were ad-
vised by the lab of social-psychology of the University of Porto to iden-
tify and annotate the I.P.s and G.B.s. The dataset, including annotation,
is available upon request. The semantics in terms of I.P.s and G.B.s were
defined considering the environment as social context. The I.P. follows
a grammar-based analogy where an individual action is associated to an
adjective. The G.B. adopts a definition of group dynamics that explains
the interdependence degree among individuals and their influence over
the group behaviour they belong to. In this work we just take into account

the I.P.s, which were specified as: i) exploring (Exp.), when no specific
interest is revealed, but movement and gaze are coherent with the scene
structure and context; ii) interested (Int.), when an interest by an object
on the scene is explicitly revealed; iii) distracted (Dist.), when no specific
interest is revealed, translated into unstructured movement and variabil-
ity on gaze; iv) disoriented (Dis.), when confusion concerning interests is
revealed, expressed into a high variability on movement and gaze along
with an structured movement. Please, refer to [7] for a more detailed
overview of the dataset characteristics, as well as the explanation of the
novel semantic concepts and annotation considerations.

2.2 Social Behaviour Framework
The social behaviour framework encompasses the identification of posi-
tion and attention-based features, the formulation of a relational social
descriptor and a Bag-of-Features (BoF) classification approach with dif-
ferent sampling, pooling and feature matching techniques.

The descriptor is composed by several features, which are encoded
into a multi-scale histogram controlled by R, the number of granularity
levels where the number of bins are given by 2R, and the final descriptor
is the concatenation of each feature’s histogram. The descriptor is fixed-
length to be embedded into a BoF classification approach. The codebook
was build by running k-means over a subset of the annotated data. The
centers form the vocabulary to be used on further training and classifi-
cation processes. The sampling follows a key-point trajectory strategy,
where each descriptor is extracted over a temporal gap, τ , expressed in
seconds. Each bag is composed by consecutive descriptors and its length
is controlled by Γ. A multi-class SVM classifier was trained to identify
the different I.P.s and G.B.s In terms of I.P.s the following features were
taken: i) angular direction change, αsi, is the angular variation of move-
ment of the individual between consecutive sampling times. ii) distance
of interest, dio, expresses the distance between individual position and the
object of interest. iii) direction of interest, βgi, which is the gaze direc-
tion. iv) velocity, vi, expresses the instantaneous velocity of the individual
at the sampling time. Please, refer to [7] for more information.

3 Pedestrian Models and Simulation
To model the behaviour of pedestrians, we used the Menge 1 crowd frame-
work [3]. Considering the knowledge of the environment such as obsta-
cles and surrounding neighbours, the navigation plan is adapted locally to
transform the desired velocity into a feasible velocity. This local naviga-
tion is controlled by the pedestrian models that follow a microscopic ap-
proach. In this work, we simulated the motion dynamics adaptation phase
with different pedestrian models: i) pedvo, based on pedestrian velocity
obstacles; ii) orca [8], a model that considers local collision avoidance;
iii) helbing [4], a simple social-force model; iv) johansson [5], an evo-
lutionary social-force model that adjust its parameters accordingly with
tracking history; v) zanlungo [9], another social-force model that explic-
itly handle collision prediction.

The agent behaviour and how it changes are described by a Behavioural
Finite State Machine (BFSM). Considering the I.P.s semantics stated in
Section 2.1, our simulation follows the chain of states illustrated in Fig-
ure 1(a). The real mall scenario (see Figure 1(b)) was recreated taking
in consideration the ground plane dimensions, the objects of interest, and
the entry/exit areas, and a navigation mesh was designed. The states that
correspond to our I.P.s were modelled accordingly with two parameters,
speed and gaze, which affect the position and attention-based features
mentioned in Section 2.2. Several statistics, such as min, max, mean and
stddev, were taken from the manual annotation trajectories and gazes for
each I.P., and gaussian and uniform distributions were used to cope speed

1http://gamma.cs.unc.edu/Menge/
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Dist. Exp. Dis. Int. Avg.
P R A F P R A F P R A F P R A F P R A F

manual 32.0 51.1 89.8 39.0 97.2 88.3 87.2 92.5 17.9 20.0 98.8 36.6 35.5 68.2 93.9 45.4 45.7 56.9 92.4 53.3

pedvo 15.1 7.7 66.1 10.2 33.4 97.8 52.9 49.8 50.0 6.5 75.9 11.5 98.8 51.6 86.7 67.8 49.3 40.9 70.4 34.8
orca 25.7 6.6 70.0 10.5 28.0 98.3 41.4 43.5 0.0 76.1 0.0 0.0 87.5 41.2 82.9 56.0 35.3 36.5 67.6 27.5
helbing 16.4 10.6 62.2 12.9 33.5 96.6 52.4 49.7 35.3 6.7 73.7 11.3 96.4 31.0 82.9 47.0 45.4 36.2 67.8 30.2
johansson 7.5 4.6 66.6 5.7 36.8 90.4 53.7 52.3 0.0 76.7 0.0 0.0 80.8 53.2 84.1 64.1 31.3 37.0 70.3 30.5
zanlungo 11.9 8.5 61.4 9.9 32.9 91.9 49.2 48.5 66.7 1.9 77.8 3.7 78.6 26.4 78.6 39.5 47.5 32.2 66.7 25.4

Table 1: Classification results for different pedestrian models using for training the annotation data and for testing the simulated data. The manual
entry refers to the classification of the manual annotation accordingly with a 2-fold cross validation scheme with 10 random iterations.

(a) (b)

Figure 1: (a) BFSM used in our simulation; (b) Horizontal vanishing line
(blue), ground plane’s projection area (green), ground points (red), and
objects of interest (purple).

and gaze variations per state. We should mention that we extended the
Menge framework to support gaze information. For that we used a sim-
ple weighted approximation that consider the previous gaze, a perturba-
tion factor, and the current movement direction. Two type of goals were
marked, the ones associated with the objects of interest, and some random
goals defined along the free-walking area. The former are used by the Int.
and Exp. profiles to mimic their attention to the scene’s objects, while the
latter are used by Dist., Dis. and also Exp. to simulate random behaviour.
We highlight that to the Int. state is attached an Arrive state, which con-
sider a time interval to inspect the current object of interest. In the same
way, the Exp. state is linked with a Goal Change state to afford the oppor-
tunity to change from scene’s objects to random positions and vice-versa.
The distance from the goals and the allowed time to spend around each
one are also factors that our simulation took in consideration.

4 Experimental Results
Several experiments were performed to inspect: pedestrian models accu-
racy in terms of their availability to simulate social behaviours, ambiguity
and coherence of the annotation process, and adaptability of our descrip-
tor and classification framework to simulated data. To measure the accu-
racy to simulate social behaviours, we ran each pedestrian model with 8
agents per frame and collect their trajectories and gazes. That information
was enclosed into our descriptor and the classification process was con-
ducted considering as training set the manual annotation. Table 1 shows
the results, where the first row refers to the classification of the manual
annotation accordingly with a 2-fold cross validation scheme with 10 it-
erations. The pedvo model presents the best overall result, while the orca
and zanlungo are the ones that perform worse. All of them incorporate
collision avoidance mechanisms, the difference is that the pedvo model
uses a velocity-based technique, which probably simulates better the so-
cial behaviour, while the others should approximate more the pedestrian
to steering behaviours. As expected, the helbing and johansson present
similar results, since both of them are based on social forces and their for-
mulation just differ in the adjustment of parameters. Another important
conclusion is that the helbing just present worse general results than the
pedvo in the Int. profile, proving that it can also be a good choice.

Assuming the pedvo model, we investigate the impact factor on the
classification results considering the variation of the number of agents per
frame (Figure 2(a)), and the variation of the amount of samples to classify
(Figure 2(b)), while training with the manual data. Our real scenario has
an average of two pedestrian per frame, with a maximum of nine. We
stated that the pedvo model presents it best results near those values. In
terms of sampling, we verified a step variation around the 500 samples,
and then a steady behaviour with a slightly increase on the precision.

Inverting the training and testing sets, Table 2, we verified that our
annotation process is most similar with the orca model. We should corre-
late our annotation rules with the definition and rules of this model to take

(a) (b)

Figure 2: (a) Impact of the number of agents per frame in classification
results; (b) Impact of the number of samples in classification results.

P R A F

pedvo 29.6 39.2 62.3 17.6
orca 29.9 41.6 66.8 41.6
helbing 28.8 31.1 69.5 20.9
johansson 26.7 27.8 71.4 20.7
zanlungo 28.8 35.1 72.3 22.9

Table 2: Average classification re-
sults using for training the simu-
lated data and for testing the man-
ual annotation.

P R A F

pedvo 66.8 67.1 83.9 66.4
orca 68.3 69.2 84.7 68.1
helbing 67.9 68.0 83.7 67.3
johansson 64.6 64.7 83.4 63.9
zanlungo 63.8 63.8 82.6 63.1

Table 3: Average classification re-
sults of simulated data using a 2-
fold cross validation scheme with
10 random iterations.

further conclusions. Table 3 shows, as expected, that the average classifi-
cation results for each pedestrian model are very similar, since the data is
simulated and follow well-defined rules. It also shows that our descriptor
performs well under the characterisation of synthetic data.

5 Conclusions
This work presents preliminary results about a novel way to inspect the
importance of pedestrian models in high-level inferring like social be-
haviour classification and its annotation process. We identified the most
promising pedestrian model, took conclusions about the scalability of its
performance, and verified the adaptability of our descriptor and classifi-
cation framework for simulated data. However, we stated the difficulty
in the simulation to tune different model parameters. We should also im-
prove the update of the gaze parameter on each state in the BFSM.
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Abstract 
We present an approach to identify and characterize temporally dark slope streaks 
on Mars: it starts by their segmentation, and then on the quantification of their 
temporal fading. The algorithms are successfully tested on remotely sensed 
imagery captured by different sensors (HiRISE, CTX and MOC) of different 
spatial resolutions (between 0.25 and 6.50 m/pixel) and in diverse geographical 
locations of planet Mars. 

1 Introduction 
Slope streaks are albedo features that occur often on current Mars [1]. 
They are typically dark, narrow and fan-shaped features that extend 
down slope and vary from a few to several hundreds of meters in length. 
Examples showing their diversity on Mars are provided in Figure 1.  

Dry and wet processes have been suggested for causing their 
formation but their origin is still unclear [2]. For instance, some 
hypotheses indicate that they could have been formed by dust 
avalanches [3] or by melting frost or ice [4] as observed in analogue 
features in Antarctica [5].  

Moreover, the streaks tend to fade becoming lighter with time and 
providing clues about dust deposition and target material properties. In 
order to understand the physical processes triggering these patterns, 
many surveys on Mars are being developed with remotely sensed 
imagery with the best resolutions available, namely, provided by the 
cameras HiRISE (up to 0.25 cm/pixel), MOC-NA (1.4 m/pixel), CTX (6 
m/pixel) and also HRSC (12.5 m/pixel).  

All the studies that quantify the characteristics of the streaks are 
based on manual delineations and by point sampling for computing the 
absolute albedo between them and the neighbouring regions. 
Consequently, the statistics are based on small amounts of data. 

The only available methodology to segment the slope streaks and to 
extract meaningful information about them were recently initiated and 
proposed by ourselves [6-7], inspired by the segmentation of dust devils 
tracks also on Mars [8-9]. In this text we present the latest developments 
of our approach in the detection of these albedo features and the first 
steps for quantifying the temporal fading.  

2 Identification algorithm 
The slope streaks identification algorithm is based on its two main 
distinctive characteristics: 1) the albedo, since the large majority of the 
streaks are darker than the surrounding background and that the newly 
formed streaks are always darker than the older ones, and 2) the shape, 
as slope streaks are always narrow, fan-shaped and strongly elongated 
features. Thus, the algorithm is built to detect dark and elongated 
features and is constituted by three main steps: pre-processing, detection 
and post-processing. Each of these steps include the following 
operations: 
i) Pre-processing - Consists in attenuating small bright/dark objects by 

a filtering operation based on morphological area-opening and area-
closing operators [10]. The area-opening attenuates the reflectance 
of bright faces of structures like sand dunes and boulders that might 
be present on the scene. On the contrary, the area closing attenuates 
dark patches caused by shadows of small features and of the 
hills/slopes where the streaks were formed. 

ii) Detection - The dark streaks are first enhanced through a top-hat 
transform by closing (also named as top-hat for valleys). The width 
(or thickness) is the parameter used by the top-hat transform [10] to 
distinguish dimensionally the slope streaks (the length is irrelevant 
for this transform). The dark regions or structures that do not 
completely contain the structuring element (we used a disk) are 
removed. Next, the thresholding with Otsu method [11] permits 
binarizing the images in an automatic way. After the segmentation it 
is still necessary to remove some small binary structures. Instead of 
using a classic erosion-reconstruction filtering, we use a 
thinning/pruning-reconstruction procedure [10]. This way we are 

able to keep the thinner structures, which would be suppressed by 
the erosion.  

iii) Post-processing – It is based on the elongated shape of the streaks. 
The segmented objects that present a low value ratio ‘length/width’ 
are filtered out. The selection of an adequate threshold value is quite 
simple due to the high disproportion between those two measures. 
Thus, only a structure that has a length 5 times bigger that its width 
is preserved.  
 

 
(a) 

(b)  
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 1: Dark slope streaks on Mars from images (a) HiRISE 
PSP_008513_2060, (b) HiRISE ESP_011730_2105, (c) MOC 
E1400638, (d) MOC M0307769, (e) MOC E1700689 and (f) MOC 
M0002117. The scale bars are meters. 
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Figure 2: Final result of slope streaks detection of images in Figure 1. 

3 Temporal fading quantification 
This quantification requires a very good register between the images 
from different dates. In addition, the use of images captured by different 
cameras (also with distinct spatial resolutions) requires extra and careful 
efforts to get a good overlap. Our approach intends to not only quantify 
the temporal variation of the albedo of each individual streak until it 
completely fades out or disappears, but also to alert when new streaks 
are formed (see sequence in Figure 3). 
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(a) (b) (c) 
Figure 3: Multi-temporal analysis of the same slope (camera, year): 
(a) MOC, 2000; (b) MOC, 2006; (c) HiRISE, 2008. 

 
Since images are acquired by diverse sensors in rather different time 
periods (of the day and of the season of the year), it is less prone to 
errors to evaluate the relative difference between the albedo of each 
streak and its neighbourhood [12-14] rather than computing an absolute 
albedo value of the streaks in each date. This approach requires that the 
same and exact streak is correctly identified in each multi-temporal 
images. The establishment of a correspondence between the same 
segmented object (with the previous algorithm) in the images along 
different times is under fine tuning and will be presented elsewhere in a 
near future. 

4 Results 
We are currently in a process of building an extensive dataset of 
annotated images from different locations of Mars captured along 
different daily periods and solar longitudes so as the diversity of dark 
slope streaks and different illumination conditions are evaluated. The 
images consist of the best resolutions available for Mars, that is, those 
captured by HiRISE (resolutions in the range 0.25-0.50 cm/pixel), by 
MOC narrow-angle (1.4-6.5 m/pixel) and CTX cameras (6.0 m/pixel). 
Currently, the dataset is constituted by 210 Martian images of those 3 
cameras (Table 1), being the contours of each slope streak delineated 
manually by an expert (ground-truth). 

The performance of the identification algorithm is evaluated through 
the comparison of each output image with the corresponding ground-
truth image by computing the following quantities (pixel-based): 
precision P(%) = TP/(TP+FP)*100, and an overall quality measure 
Q(%) = TP/(TP+FP+FN)*100 (TP denotes true positive detections, FP 
false positive detections and FN false negative detections). 

The average results obtained for each sensor and globally are 
presented in Table 1. They can be considered good enough since the 
discrepancies between the automated detections and the references are 
normally on the precise definition of the borders of the streaks and much 
less on missing/false detections of complete objects. The average quality 
is a bit higher for HiRISE images than for the other two sensors, we 
think that is due to the fact that HiRISE images only survey smaller 
regions on the Martian surface (a consequence of its very high 
resolution) and normally the scenes under analysis contain mainly slope 
streaks and very few of other surface features. 

 
Table 1. Average performances of dark slope streaks identification. 

Camera Images P % Q % 

CTX 100 92.7 80.4 
HiRISE 20 90.5 83.6 
MOC 90 87.8 78.1 

Total 210 89.8 81.2 
 

5 Conclusions and on-going developments 
These are preliminary but good results based on a single method that has 
shown a high robustness. The work is still in progress but the detection 
performances achieved so far can be considered good: overall average 
quality of 81% in a dataset of 210 images of different sensors and 
resolutions (from 0.25 to 6.10 m/pixel) from rather different geographic 
locations of the planet. 

Alternative approaches should be tested (i.e., watershed analysing 
the dynamics of the contours to solve the over-segmentation), also for 
obtaining a finer segmentation, that is, to separate and characterize 
adjacent or ‘overlapping’ streaks with relatively distinct albedo values. 

Although the image dataset is already representative of the diversity 
of the Martian dark slope streaks, its enlargement is still underway, 
especially in the regions that have a good multi-temporal coverage. 
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